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ABSTRACT 

ANNAMAREDDY, VENKATA AJAY KRISHNA CHOUDARY. Dynamics and Tolerance 
of Superionics in Extreme Environment. (Under the direction of Prof. Jacob Eapen.) 
 

Superionic conductors are multi-component solid-state systems in which one sub-lattice 

exhibits exceptional ionic conductivity, which is comparable to molten state; among other 

things, the high ionic conductivity facilitates their use as solid-state electrolytes. Uranium di-

oxide (UO2) – the material of choice for fuel in most nuclear reactors – also shows superionic 

behavior, although very little is understood currently on the fast ion transport in UO2, and its 

implication. This dissertation aims to provide a better understanding of the dynamical 

characteristics of superionic conductors under both equilibrium and non-equilibrium 

thermodynamic conditions. 

In the first part, the emphasis is on equilibrium fluctuations and associated properties 

of Type II superionic conductors. Using atomistic simulations as well as available neutron and 

x-ray scattering data, the order-disorder transition or onset of superionic state for Type II 

conductors at a certain characteristic temperature (Tα) is first revealed. Tα marks a structural 

and kinetic crossover from a crystalline state to a semi-ordered state and is clearly different 

from the well-known thermodynamic superionic transition (Tλ). Though not favored by 

entropic forces, collective and cooperative dynamical effects, reminiscent of glassy states, are 

manifested in the temperature range spanned by Tα and Tλ. Using atomistic simulations, 

dynamical heterogeneity (DH) – presence of clustered mobile and immobile regions in a static-

homogeneous system – a ubiquitous feature of supercooled liquids and glassy states, is shown 

to germinate at Tα. Using reliable metrics, the DH is shown to strengthen with increasing 

temperature, peak at an intermediate temperature between Tα and Tλ, and then recede. This 

manifestation of DH in superionics markedly differs from that in supercooled liquids through 

its initial growth against the destabilizing entropic barriers. 

Atomistic simulations further show that DH in superionics arises from facilitated 

dynamics, or the phenomenon of dynamic facilitation (DF). Using mobility transfer function, 
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which gives the probability of a neighbor of a mobile ion becoming mobile relative to that of 

a random ion becoming mobile, it is shown that mobility propagates continuously to the 

neighboring ions with the strength of the DF increasing at the order-disorder temperature (Tα), 

exhibiting a maximum at an intermediate temperature, and then decreasing as the temperature 

approaches Tλ. This waxing and waning behavior with temperature is nearly identical to the 

variation of DH. Thus the close correspondence between DH and DF strongly indicates that 

DF underpins the heterogeneous dynamics in Type II superionic conductors. 

In a dynamically facilitated system, a jammed region can become unjammed only if it 

is physically adjacent to a mobile region. Remarkably, a string-like displacement of ions, the 

quintessential mode of particle mobility in jammed systems, is shown to operate in Type II 

superionics as well. The probability distribution of the length of the string is shown to vary 

exponentially, which is identical to that observed in supercooled and jammed states. Thus the 

demonstration of DH, DF and string-like cooperative ionic displacements in superionics that 

closely parallel the dynamic characteristics of supercooled liquids and glassy states, 

significantly augments the already existing but scant list of phenomenological similarities 

between these two distinct types of materials. 

The second part of this dissertation deals with non-equilibrium displacement-cascade 

simulations of UO2 that is used as a nuclear fuel. UO2 is known to resist amorphization even 

when subjected to intense nuclear radiations; analysis based on structure and energy does 

explain this behavior from a thermodynamic perspective. Radiation is inherently dynamic 

(non-equilibrium), and thus it is pertinent to understand the dynamics of the displaced ions 

during the annealing process. In this dissertation, the mechanism of dynamic recovery 

following a radiation knock at the atomistic level is investigated. It is shown that oxygen ions 

following a radiation perturbation exhibit correlated motion, which is similar to that in high 

temperature superionic state. Quite remarkably, the displaced oxygen ions also undergo fast 

recovery to their native lattice sites through collective string-like displacements that show an 

exponential distribution. Thus the superionic characteristics of UO2 under equilibrium 

conditions are also instrumental in fast defect recovery following a radiation perturbation.  
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Chapter 1: INTRODUCTION 

Superionic or fast-ion conductors are multi-component systems that are characterized by rapid 

diffusion of one of the sub-lattices at temperatures considerably lower than their melting 

temperatures [1]. Hence, superionic materials exhibit outstanding ionic conductivities within 

the solid state and their conductivities often reach values that are comparable to those in the 

liquid state [2]. This facilitates their utilization in several important applications like fuel cells 

[3], high-energy-density batteries [4], hydrogen storage [5] and thermoelectrics [6]. Uranium 

di-oxide (UO2) – the fuel material of choice in most nuclear reactors – also shows superionic 

behavior, although very little is understood currently on the fast ion transport in UO2, and its 

implication. 

 This dissertation aims to investigate the dynamical properties of superionic conductors 

under both equilibrium and radiative (non-equilibrium) conditions. The general characteristics 

and the properties of superionic conductors are first described in this chapter, followed by a 

general discussion on the motivation for the current research. And finally, the objective and 

the outline of the dissertation are elucidated. 

1.1 Superionic conductors 

Michael Faraday has been credited with the discovery of superionic conductors when he 

uncovered extremely high ionic conductivities in β-PbF2 and Ag2S [2] within the solid state; 

Ag2S is now known to be a mixed ionic/electronic conductor.  Superionic conductors are 

classified into two broad categories depending on the nature of transition to the highly 

conducting state. Type I conductors exhibit an abrupt increase in the conductivity by several 

orders of magnitude at a critical temperature that corresponds to a thermodynamic phase 
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change, whereas in Type II conductors the conductivity increases gradually over a broad 

temperature range [7]. Figure 1.1 shows the temperature variation of ionic conductivity for 

model Type I and Type II superionic conductors (AgI and β-PbF2, respectively) along with 

that of a normal ionic solid (NaCl). 
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Figure 1.1 Variation of ionic conductivity with temperature for a normal ionic solid (NaCl) 
and two superionic conductors, AgI (Type I) and β-PbF2 (Type II). The arrows represent the 
melting point of the conductors. A normal ionic solid shows nominal increase in the 
conductivity during the solid state and exhibits a sharp increase by few orders of magnitude 
during the phase change to molten state. In superionic conductors, the conductivity rises to 
liquid state values within the solid state. The plot is digitized from [7]. 

 
This work focusses almost exclusively on Type II superionic conductors, particularly fluorites. 

While there is no noticeable first order phase transformation in Type II conductors, a second 

order phase transition – also known as superionic or lambda (λ) transition – occurs in all Type 

II materials, which is manifested as a divergent specific heat at a critical temperature (Tλ) below 

the melting point [7]. Neutron scattering experiments on various fluorite-structured superionic 
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conductors reveal that the anions are highly disordered at temperatures near Tλ [8], resulting in 

liquid-like ionic diffusivities; Figure 1.2 shows a schematic of a fluorite crystal structure. On 

the other hand, the cations typically show stable lattice configuration by the virtue of higher 

binding energies that maintain the crystal structure up to the melting point. Thus the dominant 

disorder in fluorite conductors arise from the dynamically displaced anions, which include 

Frenkel type defects involving anion interstitials. Superionic conductors are said to be in a 

superionic state when one of the sub-lattices becomes highly disordered and mobile. In 

particular, the fluorite conductors are regarded to be in a superionic state when the anions 

become mobile and the ionic conductivity approaches that of a typical liquid. 

 

Figure 1.2 Schematic of the fluorite crystal structure with smaller and larger ions representing 
the anions and cations, respectively. The anions form a cubic arrangement while the cations 
occupy alternate cube centers. 

 
As shown in Figure 1.2, the anions arrange themselves in a simple-cubic lattice with the 

cations occupying alternate cube centers (also known as the tetrahedral sites) in fluorites. The 

unoccupied cube centers are octahedral sites in the fluorite-structure. It is inferred from 

experiments that at temperatures well below Tλ, the dominant defects are anion Frenkel pairs, 
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with the interstitial ions mostly occupying the octahedral sites [7]. However, with an increase 

in the temperature, the defect concentration increases. The presence of anion vacancies at 

closer distances destabilizes the octahedral interstitials, resulting in a fundamental change in 

the nature of defects [9]. Neutron scattering studies of fluorites at temperatures approaching Tλ 

indicate that the anions, rather than occupying the empty cube centers, are only slightly 

displaced from their tetrahedral positions towards the octahedral sites, with simultaneous 

relaxation of the neighboring ions. These defects are dynamic in nature, hence termed as 

dynamic Frenkel pairs, with typical lifetimes that are O(1) ps. Observations with coherent 

neutron diffuse scattering within well-defined regions of the reciprocal space give a definitive 

indication of the presence of dynamical correlations between the defective anions [7]; different 

cluster models have been proposed in the past to predict the most probable configuration of 

these disordered anions [10]. The study of dynamical correlations among anions in Type II 

superionic conductors using statistical mechanics and atomistic simulations forms an integral 

part of this dissertation. 

1.2 Motivation and objectives of the current research 

As already mentioned, fluorite superionic conductors have an underlying crystalline state by 

the virtue of a stable cation sub-lattice configuration. Madden and co-workers have shown that 

the dynamics of the disordered anions are similar to that in glassy (amorphous) or jammed 

states [11, 12]. For example, it has been shown that the variation of resistivity – a measure of 

mobility – in several Type II superionic conductors exhibits a non-Arrhenius behavior that is 

analogous to that of variation of viscosity – a measure of viscous transport – in supercooled 

liquids [13]. This correspondence can be observed from Figure 1.3, which shows the variation 

of resistivity for different fluorite superionics [11]. An exponential variation of viscosity 
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represents a simple activated process for the relaxation of shear stresses in a fluidic state, while 

a non-exponential variation indicates possible cooperative effects. Analogously, a non-

exponential change in the resistivity in superionic conductors can result from correlated and 

cooperative dynamics. 

 

Figure 1.3 Variation of ionic resistivity, or inverse of ionic conductivity (σ), with 
temperature. T0 has been chosen as the temperature at which the ionic conductivity has a 
value of 10-2.2 Ω-1·cm-1. The behavior of the plot changes little when Tλ is chosen for T0. The 
plot is digitized from [11]. 

 
Apart from similarities in transport properties, the variation of time-correlation functions also 

shows identical behavior. For example, the decay of time-correlation functions in supercooled 

liquids exhibit two-step relaxation with a non-exponential (“stretching”) behavior at 

intermediate times [14]; an analogous behavior is also observed in superionics. Figure 1.4 

shows the variation of Fs(k,τ) with time for fluorine ions in CaF2 at different temperatures, 

clearly manifesting both the features. 
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Figure 1.4 Self-intermediate scattering function, Fs(k,τ), for fluorine ions in CaF2. The wave-
vector k is chosen to be considerably smaller than the inverse lattice constant. At the lowest 
temperature, the two-step decay is evident with a stretching relaxation before falling-off at 
longer times. The plot is digitized from [11]. 

 
These similarities set a platform to inquire on the possible manifestation of another well-known 

phenomenon concerning supercooled or glassy states in superionic conductors – dynamical 

heterogeneity (DH) [15-18]. DH refers to the observation that atoms or molecules in a deeply 

supercooled state partition themselves into dynamically different states. Thus DH indicates a 

spatial grouping of dynamically-alike atoms with one group having a higher mobility than the 

other. The discovery of DH is considered to be one of the milestones in the study of glasses 

and supercooled liquids [19], and jammed systems, in general. Since nothing is known about 

DH in superionic conductors, a key objective of this dissertation is to probe the possible 

manifestation of DH in Type II superionic conductors (or superionics). A central challenge, 

however, for this inquiry arises from the difference in behavior of the dynamically jammed 

states in superionics and supercooled states. While slow relaxation is aided by decreasing 

entropy in the supercooled state, which eventually takes the system far away from equilibrium 

and towards the glass transition, any possible DH and cooperative dynamics in superionics 
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would necessarily have to evolve against the destabilizing entropic forces under equilibrium 

conditions. 

  Uranium dioxide (UO2), a well-known material for nuclear fuel in light water reactors 

(LWRs), is a Type II superionic conductor. It is also known that UO2 resists amorphization 

under intense radiation [20]. It is, therefore, natural to inquire whether the tolerance to 

amorphization is related to the glassy dynamics exhibited by Type II superionics. Thus another 

objective for the current dissertation is to investigate the dynamic response of UO2 when 

subjected to radiation, and determine the dynamical conditions that are responsible for defect 

recovery after irradiation. 

Several theories have been proposed in the past to explain the amorphization tolerance 

of materials under irradiation. These include the role of high ionicity, a low crystallization-to-

melting temperature ratio [21], chemical bond effects, as determined from the electronic 

density maps that indicate the proclivity of certain atomic rearrangements to amorphize [22], 

and the topological freedom underlying certain crystalline materials [23]. For UO2, the role 

played by the recombination of oxygen Frenkel pairs, which are the dominant defects created 

during irradiation [24], and the high ionicity [21] have been considered as possible pathways 

for amorphization resistance. The salient features of fluorites and closely-related-structures in 

curbing amorphization have also been studied in detail. Sickafus and co-workers have 

demonstrated the ability of fluorite structures to accommodate disorder and point defects by 

virtue of low defect formation energies, thereby avoiding lattice instability and amorphization 

[25]. Further, Sickafus and co-workers have also shown that compounds with natural atomic 

disordering tendencies or, equivalently, having low order-disorder (O-D) transformation 

energies, are associated with better resistance to amorphization [26]. Computer simulations 

have also shed light on radiation-tolerance of fluorite-structured compounds, including UO2, 
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by showing the tendency of the displaced ions, following radiation, to anneal quickly. 

Interestingly, the activation energy of recombination is much lower than the activation energy 

of normal diffusive motion [27]. Remarkably, this Frenkel pair recombination also plays the 

decisive role in determining the amorphization resistance of pyrochlores, a close variant of the 

fluorites [28]. However, the defect recovery of UO2 has never been studied from the 

perspective of its superionic character. In this dissertation, computer simulations are performed 

to study the response of UO2 under irradiation conditions. This investigation entails non-

equilibrium simulations which mimics the interaction of a neutron or ion with the crystalline 

medium. Thus, this dissertation encompasses equilibrium simulations of Type II superionics 

along with non-equilibrium simulations of UO2 that follow the displacement cascade 

evolution. 

1.3 Outline of this dissertation 

This dissertation is mainly divided into two parts. The first part focusses on the equilibrium 

simulations of Type II superionic conductors with an emphasis on the character of dynamic 

disorder, cooperativity, and correlations. The dynamic characteristics near the λ-transition are 

determined using classical atomistic simulations while those at lower temperatures are 

evaluated using temperature accelerated dynamics (TAD), a technique that falls under the 

umbrella of accelerated molecular dynamics (AMD). The second part of this dissertation 

focuses on non-equilibrium simulations of UO2 subjected to irradiation knocks. In the 

following, I will elaborate the two parts in detail. 

The first part focuses on classical atomistic simulations under equilibrium conditions, 

where the system is not acted upon by external forces. Fluctuations play a central role in 

determining correlations under equilibrium conditions. Thus in Chapter 2, the main elements 
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of statistical mechanics is discussed. One of the aims of this study is to investigate whether an 

order-disorder (O-D) transition exists in Type II superionic conductors. So in Chapter 3, data 

from experiments and molecular simulations are employed to identify possible signatures of 

O-D transition in Type II superionics. For UO2, which is the fuel in most nuclear reactors, this 

O-D transition or onset temperature, possibly marks the first significant deviation from its ideal 

crystalline behavior. For Type II conductors a few atomistic simulations at the microscopic 

level show that the disordered ions, at high temperatures, hop from one native site to another 

[29]. This hopping takes place over a time scale that is O(1–10) ps indicating liquid-like 

characteristics that have been likened to those in the supercooled liquids with the superionic 

transition temperature (Tλ) corresponding to the glass transition temperature (Tg) [11]. One of 

the reasons why the glass transition is an important problem is that the basic physics associated 

with it such as slow cooperative relaxation, non-exponentiality, and dynamic heterogeneity is 

generic, and thus found in many diverse dynamical systems. Given the correspondence 

between the glass transition and the superionic temperatures [11], it is plausible that Type II 

superionics can potentially exhibit generic glass-like dynamics despite the underlying 

crystalline structure in these systems. In particular, such a comparison elicits an intriguing but 

unresolved question: Do Type II superionic conductors portray dynamical heterogeneity (DH) 

– a definitive hallmark of supercooled and glassy states? Although the similarities between 

superionics and supercooled states have been brought out before, a concrete understanding of 

the evolution of dynamical heterogeneity is nebulous. So in Chapter 4, investigations are 

directed to probe the presence of DH in superionics. It is revealed, for the first time, that DH 

varies non-monotonically with temperature – a behavior that is very different in glassy states 

where DH exhibits a monotonic increase with decreasing temperatures. It is further shown in 

Chapter 5 that the phenomena of dynamic facilitation (DF), originally introduced to explain 

the microscopic mechanism of slow relaxation in supercooled systems, provides the necessary 

 
                                                                                                                                                                              9 

 



www.manaraa.com

 

 

microscopic underpinning of DH in superionics. In a dynamically facilitated system, a jammed 

region can become unjammed only if it is physically adjacent to a mobile region. Finally, the 

string-like displacements of atoms in a deeply supercooled state, the quintessential mode of 

atom mobility in jammed systems, is shown to operate in Type II superionics as well. 

Remarkably, the probability distribution of the length of the string is shown to vary 

exponentially, which is identical to that observed in supercooled and jammed states (Chapter 

6). Thus the demonstration of DH, DF and string-like cooperative atomic displacements in 

superionics, in line with the dynamic characteristics of supercooled liquids, significantly 

augments the already existing but scant list of phenomenological similarities between these 

two distinct types of materials, and establishes Type II superionics as a prototypical jammed 

system above the O-D transition temperatures but below the superionic transition temperature. 

The second part of this dissertation deals with non-equilibrium displacement cascade 

simulations of UO2. As mentioned earlier, the nuclear fuel in light water reactors, which is 

comprised of UO2, is subjected to different kinds of radiation such as neutrons and gamma 

photons that emanate primarily through the fissioning of U235 nuclei. These radiations change 

the structure and dynamics of the fuel, clad and other structural members over a timespan that 

ranges from nanoseconds to several years. Inside the fuel, the energetic fission products, 

ranging from insoluble volatile gases such as xenon and krypton, to a wide assortment of 

elements [30], also create numerous defects. Over time, these radiation-induced defects may 

aggregate, leading to undesirable properties such as swelling, hardening, and amorphization, 

all of which can lead to severe damage in reactor materials [31]. Amorphization refers to 

structural transformation from a crystalline solid phase to a solid that lacks long-range order, 

and is deleterious for materials operating inside a reactor [32]. During the operation of a 

reactor, nuclear fuel has been observed to undergo significant swelling (attributed to the 
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accumulation of gaseous fission products) as well as polygonization – the division of each 

grain into 104 - 105 sub-grains, especially at the peripheral regions subjected to high burnup 

[33]. Changes to the structure and porosity of the grains, along with the formation of defect 

clusters and dislocation loops have also been observed [34, 35]. However, UO2 is known to 

resist amorphization even when subjected to intense nuclear radiations [20, 36]. So this work 

aims to understand the mechanism of the dynamic recovery, at the atomistic level, following 

radiation knocks. Thus the second major objective of this dissertation is to analyze the short-

time dynamical response of UO2 following radiation impacts, using non-equilibrium atomistic 

simulations (Chapter 7). Even though properties such as high ionicity and low defect formation 

energy in UO2 have been emphasized in the past to account for its tolerance to amorphization, 

the dynamical response and mechanism of defect recovery in UO2 following radiation is not 

known in much detail. Radiation is inherently dynamic (non-equilibrium), and thus it is 

pertinent to understand the dynamics of the displaced ions during the annealing process. One 

of the sub-objectives of this work is to examine whether the native behavior of oxygen ions at 

superionic conditions are also exhibited by the displaced ions that are created through 

displacement cascades in UO2. In Chapter 7, it is shown that oxygen ions following a 

radiation perturbation knock exhibit correlated motion, which is similar to that in high 

temperature superionic state. Interestingly, the displaced oxygen ions also undergo fast 

recovery through collective string-like displacements. Thus the superionic characteristics of 

UO2 under equilibrium conditions are also instrumental in fast defect recovery following 

radiation.  

 
                                                                                                                                                                              11 

 



www.manaraa.com

 

 

Chapter 2: THEORY  

The key objective of this dissertation, as briefed in Chapter 1, is to uncover of the dynamical 

correlations in superionic conductors under equilibrium and irradiation conditions. The 

dynamical correlations are highly non-linear and are not tractable to theoretical approaches 

that result in closed form solutions. In this dissertation the collective and correlated behavior 

of superionics is extracted through classical atomistic or molecular dynamics (MD) simulations 

and analyzed through the time-tested principles of classical/quantum mechanics and statistical 

mechanics. This chapter elucidates the key ideas of multibody mechanics and statistical 

mechanics, which are relevant to this investigation. 

2.1.1 Schrödinger equation and Born-Oppenheimer approximation 

Investigation of atomic motion invariably begins with the Schrödinger equation. Consider a 

system having N nuclei and n total number of electrons. The Schrödinger equation can be 

written as: 

22 22 2
2 2

1 1 ,
( , ) ( , )

2 2

n N
I J I

i I
i i j I I J i II I J I ii j

Z Z ee Z e E
m M= > = >

 − −
 ∇ + + ∇ + − Ψ = Ψ

− −−  
∑ ∑ ∑ ∑ ∑  r R r R

R R R rr r
 (2.1) 

This is a multi-component, inseparable many-body equation that cannot be solved analytically. 

The expression in the brackets represents the Hamiltonian of the system; the first two terms 

represent kinetic energy of electrons and electron-electron potential energy, respectively, while 

the third and fourth terms represent kinetic energy of nuclei and inter-nuclei interaction, 

respectively. The last term represents the attractive electron-nuclear potential and couples the 

motion of electrons and nuclei. The wave function ( , )Ψ r R  is a function of all the electron 
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coordinates r ≡ (r1, r2, . . , rn) and nuclear coordinates R ≡ (R1, R2, . . , RN). If Equation 2.1 can 

be solved for all the eigenfunctions ( , )nΨ r R  and corresponding eigenvalues En of the 

Hamiltonian, one would be able to obtain any property of interest. Since the analytical solution 

of Equation 2.1 is impossible for many body interactions, approximations have to be 

introduced for simplifying Equation 2.1. Except for the presence of the last term in the 

Hamiltonian which couples nuclear and electronic coordinates, one would be able to separate 

Equation 2.1 into two equations, each depending on the coordinates of either nuclei (R) or 

electrons (r). Such an approximation reduces the dimensionality and complexity dramatically, 

and the total solution can be simply be expressed as the product of the solutions of the two 

parts, i.e. ( , ) ( ) ( )n n nψ ϕΨ =r R r R . The corresponding eigenvalue En is simply the sum of the 

two energy eigenvalues. 

 A similar, but not exactly identical, method of simplifying Equation 2.1 is by invoking 

the Born-Oppenheimer approximation, which takes advantage of the vast disparate timescales 

between the motion of electrons and the nuclei, owing to the enormous difference in their 

masses [37]. The characteristic frequencies of typical atomic vibration (~1013 s-1) and 

electronic motion (~1015 s-1) also reflect this disparity. The nuclei, heavier by three to four 

orders of magnitude relative to that of an electron, will appear to be fixed in space by the 

electrons. Thus, the electrons will rearrange ‘instantaneously’ to any change in the nuclear 

positions and the nuclei will experience only a time-averaged electronic potential. This 

reasoning lead Born and Oppenheimer to suggest solving for electronic eigenstates initially for 

a given configuration of nuclei (R), and then using the resulting energies into the second 

equation for nuclei for solving for nuclei eigenstates. The electron eigenvalue equation is given 

by: 
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The electron eigenstates ( , )nψ r R  and energies ( )nε R  parametrically depend only on R with 

no dependence on the gradients acting on the coordinates of nuclei. For a given nuclear 

coordinate R, there will be a set of energy levels, labeled as ground-state electron energy 0 ( )ε R  

and excited energy levels 1( ),ε R  2 ( )ε R  etc. The nuclear coordinate R can be varied continuously 

over the N-dimensional space and at each point, a set of electronic energy levels can be 

ascertained. All the eigenvalues ( )iε R  obtained over the N-dimensional space gives rise to an 

energy surface known as the Born-Oppenheimer surface or potential energy surface (PES). 

The nuclei, which were assumed frozen during the electron eigenvalue calculation, now move 

in the potential created by the other nuclei as well as the electronic PES; the ground-state PES 

is usually the one of interest. The PES can provide information on several properties: For 

example, the equilibrium structure can be found from the minima of this surface, and the 

energetic barriers to kinetic processes such as diffusion can be obtained from the minima and 

saddle points of the potential energy surface. The equation for the nuclei eigenstates is given 

by: 
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 (2.3) 

For each electronic surface, the nuclear eigenvalue equation now results in a set of energy 

levels. These are the rotational and vibrational energies of nuclear motion. 
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2.1.2 Ab-initio molecular dynamics (AIMD) 

The nuclei, owing to their large mass (again!), can be treated by means of classical laws 

without any appreciable error. This is especially true for heavier nuclei and also for 

temperatures significantly higher than 0 K. This forms the basis of ab-initio molecular 

dynamics where Equation 2.2 is first solved for the electronic eigenstates and the forces on the 

nuclei determined using the Hellmann-Feynman theorem. In an iterative strategy, the positions 

of the nuclei can be advanced in accordance to the classical Newton’s laws of motion using 

the forces derived from the electronic structure, and the whole process can be repeated by 

solving the electronic eigenvalue equation corresponding to the new R. The numerical scheme 

of evolving a system of N nuclei in time by evaluating Born-Oppenheimer PES on the fly is 

known as ab-initio molecular dynamics (AIMD). One of the problems associated with ab-initio 

MD is that the electronic PES has to be evaluated with good convergence; otherwise, the 

atomistic dynamics often fail to conserve energy leading to the PES acting either as a heat sink 

or a source, gradually draining or adding energy to the system. A variant of the ab-initio MD 

method that is more stable has been devised by Car and Parrinello [38]. Unfortunately, all ab-

initio MD methods are computationally expensive and are usually limited to studies involving 

atoms on the order of hundreds, and for a time period of a few picoseconds. 

2.1.3 Classical molecular dynamics (MD) 

A completely different, but more efficient, method of simulating atomic motion is by using a 

parametrized form of Born-Oppenheimer surface and obtaining the inter-nuclear forces from 

the nuclear positions. This technique is referred to as empirical or classical MD method and 

can be understood by inspecting the nuclei eigenvalue equation (Equation 2.3). For a given 

configuration of nuclei, R, the second term in the brackets is just a constant, and hence, the 
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total potential energy, which is the sum of the second and third terms, can be expressed as 

U(R), the interatomic potential, that determines the motion of nuclei. The basis of empirical 

MD simulations is that this U(R) can now be approximated by a function, thereby 

circumventing the problem of solving the electron eigenvalue problem for ( )iε R in Equation 

2.3, for a given configuration of the nuclei. In this way, the electronic degrees of freedom are 

completely integrated out and all electronic effects are incorporated in the interatomic potential 

U(R). Now, rather than solving the Schrödinger equation, Newton’s classical laws of motion 

can be applied for determining the positions and momenta of the atoms. This approximation 

works except for the lightest of the atoms. The key advantage, however, lies is the ability to 

deal with millions of atoms over time scales as long as nanoseconds or even up to 

microseconds. In this work, the dynamics of the superionic state is evaluated solely based on 

the empirical MD approach. 

 The only input to the empirical MD method is the interatomic potential energy or 

potential for short; ( )1 2 NU , ,...,r r r  describes the potential energy of the system as a function of 

the coordinates of the atoms. From Newtonian mechanics, the force acting on the ith atom can 

be evaluated as .
ii rU= −F ∇  The potential, in general, can be expanded as a many-body 

expression given by: 

( ) ( ) ( ) ( )1 2 1 2 3, ,..., , , , ..N i i j i j k
i i j i i j i k j

U U r U U
> > >

= + + +∑ ∑∑ ∑∑∑r r r r r r r r  (2.4) 

Here, 1U  is a one-body term that can arise from an external field, and 2U  is a two-body 

potential that defines the interaction between any pair of atoms in the system; it is solely a 

function of the distance between the atoms i jr = −r r ,  and independent of the presence of 

other atoms. 3U  is a three-body potential that arise when the interaction of a pair of atoms is 
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modified by the presence of a third atom. As discussed subsequently, two body potentials are 

most appropriate for predicting the structural and dynamical properties of Type II superionics. 

Thus, in this dissertation, the potentials are limited to those with two-body interactions. For 

systems interacting through pair potentials, the force on ith atom can be simplified as: 

i ij
j i≠

=∑F f  where fij represents the force acting on ith atom from the interaction with the jth atom. 

Thus, the force on each atom can be expressed as the sum of the forces from all other atoms in 

the system. This force accelerates the atom in accordance to the Newton’s II law: 

2

2 .i
i i

d xm m
dt

= =F a  In the MD method, this differential equation is solved numerically to update 

the position and momentum of each atom. Since Newton’s II law of motion is of the second 

order, it necessitates specifying two initial conditions. In general, the position and velocity of 

all the atoms in the system are specified at the start of the simulation, t = 0, and the system is 

advanced one time-step per iteration. 

2.1.4 Interatomic potentials 

Two superionic materials UO2 and CaF2 are prominently investigated in this study. UO2 is 

modeled by a potential of the form given by: 

( ) ( ) ( ) ( )* *
6 2

2
B r r B r rrV r z z r A e C r D e eαβ αβ αβ αβ αβ αβαβ αβ

αβ αβ α β αβ αβ αβ αβ αβ
ρ− − − − − = + − + −  

 (2.5) 

Here, the indices α and β label the ionic species, r denotes distance between the ions, and z is 

the charge. The first term in Equation 2.5 represents the well-known Coulombic interaction 

between the charged ions, while the second and third terms represent the repulsive interaction 

due to overlap of the electron clouds and the attractive van der Waals interaction, respectively. 

The last term represents the Morse term to describe the energy of covalent bonding, attributed 
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only to anion-cation interactions. To account for the partial charge transfer between the ions, 

each ion has a fractional (non-formal) effective charge, which is the product of its ‘formal’ 

charge and an ionicity parameter. The parameters are taken from Yakub et al. [39], and are 

listed in Table 2.1. 

Table 2.1 Parameters for the Yakub et al. potential. 

z+ (e) z- (e) A++ (eV) A-- (eV) A+- (eV) ρ(Å) C--(eV·Å6) D++ (eV) B+- (Å-1) 𝑟𝑟+−∗ (Å) 

2.2208 -1.1104 187.03 883.12 432.18 0.3422 3.996 0.5055 1.864 2.378 

Here, ρ = ρ++ = ρ-- = ρ+- and, also, C++ = C+- = 0 and D-- = D+- = 0. 

Another set of parameters has been suggested by Basak et al. for UO2 [40]. These parameters 

are listed in Table 2.2. 

Table 2.2 Parameters for the Basak et al. potential. 

z+ (e) z- (e) A++ (eV) A-- (eV) A+- (eV) ρ(Å) C--(eV·Å6) D++ (eV) B+- (Å-1) 𝑟𝑟+−∗ (Å) 

2.40 -1.20 294.75 1633.66 693.92 0.327022 3.950 0.5774 1.65 2.369 

Here, ρ = ρ++ = ρ-- = ρ+- and, also, C++ = C+- = 0 and D-- = D+- = 0. 

CaF2 is modeled by a potential of the form: 

( ) ( ) 6rV r z z r A e C rαβ αβ
αβ αβ α β αβ αβ αβ αβ

ρ−
= + −  (2.6) 

Equation 2.6 does not contain the Morse term and the parameters for CaF2 are adopted from 

Gillan [41]; these are listed in Table 2.3. It may be noted that C++ = C+- = 0. 

Table 2.3 Values of various parameters for Gillan potential. 

z+ (e) z- (e) A++ (eV) A-- (eV) A+- (eV) ρ++(Å) ρ--(Å) ρ+-(Å) C--(eV·Å6) 

2.0 -1.0 0.0 1808 674.3 0.0 0.293 0.336 109.1 
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2.1.5 Interatomic potentials for cascade simulations 

The potentials discussed in the previous section describe the interatomic interactions quite 

accurately at normal separation of the atoms. However, in non-equilibrium displacement 

cascade simulations, atoms approach very close to each other (within 1 Å), and the potentials 

described previously fail to accurately describe the forces of interaction. For short interionic 

distances, the well-known Ziegler-Biersack-Littmark (ZBL) potential accurately describes the 

ionic interactions through the screened Coulombic forces between the nuclei [42]. The ZBL 

potential belongs to the class of a pair potential and is expressed as [42]: 

( ) ( )
2

1 2

0

1
4

ZBL z z eV r r a
rαβ αβ αβ
αβ

φ
πε

=  (2.7) 

The ZBL potential has two terms – the first one is the Coulomb repulsive term, with 1z  and 

2z  denoting the number of protons in each nuclei, while the second part is the universal 

screening function, where a is the function of Bohr radius 0a  which is cast in the form: 

0
0.23 0.23
1 2

0.8854 aa
z z

×
=

+
 (2.8) 

The screening function ( )xφ  is expressed as [42]: 

3.2 0.9423 0.4029 0.2016( ) 0.1818 0.5099 0.2802 0.02817x x x xx e e e eφ − − − −= + + +  (2.9) 

For displacement cascade simulations, the ZBL potential is stitched with the equilibrium pair 

potentials described earlier such that there is a smooth transitioning without any discontinuity 

in force [43]. We have applied a Fermi-like function fF, as formulated below, for a smooth 

interpolation. With the Fermi function defined as, 
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( ) ( )
1

1 F c
F A r r

f r
e αβ

αβ − −
=

+
 (2.10) 

the combined pairwise potential is expressed as: 

( ) ( ) ( )( )1 .Eq ZBL
F FV r f r V f r Vαβ αβ αβ αβ αβ αβ= + −  (2.11) 

In the above equation, EqVαβ  is the equilibrium pair-potential and ZBLVαβ  is the ZBL potential. 

Equation 2.11 is the form of the potential that is applied in this work for radiation-damage 

simulations of UO2 (Chapter 7). The values for the constants FA and cr  are chosen as 14 Å-1 

and 1 Å, respectively; these values have been determined by verifying the suitability of the 

potential to predict the correct equilibrium properties after being perturbed by a small radiation 

knock perturbation. Note that Z(U) = 92 and Z(O) = 8 and the interacting ion-pair in Equation 

2.7 can be any of the three possible pairs: U-U, O-O and U-O. 

2.2 Statistical mechanics 

Atomistic methods described in the previous section enables the prediction of the atomic 

displacements, momenta and forces of each atom or ion at any instant of time. Thus 

microscopic details of the system can be predicted with sufficient accuracy. Statistical 

mechanics connects these microscopic details with macroscopic properties and response [44-

46]. Properties can be evaluated using equilibrium statistical mechanics, while the response of 

a system that deviates from equilibrium can be analyzed using non-equilibrium statistical 

mechanics. An ensemble or an assembly of systems is a central concept in statistical mechanics 

– these copies are defined such that they have statistically equivalent macroscopic properties 

such as temperature, pressure or chemical potential, but with very different dynamical 

trajectories in phase-space. A macroscopic property P, typically, an experimental observable, 
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is simply an average over all ensemble copies. Ensembles typically have a correspondence to 

thermodynamic systems. Most dynamical and structural correlations in this dissertation are 

averaged in ensembles with constant number of atoms (N), constant pressure (P), and constant 

temperature (T) – NPT, or with NVT, where V denotes the constant volume of the system. These 

ensembles are analogous to experimental systems, the results of which are used to validate the 

atomistic simulation results. 

2.2.1 Phase space 

The dynamic evolution of a microscopic system is described by the concept of phase space. In 

the following, the concept of phase space is formalized followed by a discussion on the ergodic 

hypothesis, which connects time averages from atomistic simulations to ensemble averages. 

The microscopic state of a particle at any time t is described by specifying its 

instantaneous position and momentum ( ),r p  with a total of 6 coordinates. Correspondingly, 

the microscopic state of an N-particle system is specified by 6N coordinates. Phase space 

denotes a 6N dimensional mathematical space in which there is an axis for every position and 

momentum coordinate; thus a microscopic state of the system is described by a point in the 

phase space. The evolution of the coordinates r and p in time t is given by the Hamiltonian 

equations of motion, defined as [45]: 

( )

( )

,

,

i
i

i
i

H

H

∂
=

∂

∂
= −

∂

r p
r

p
r p

p
r





 (2.12) 

Here ( ),H r p is the Hamiltonian of the system. The set of coordinates ( ),r p  evolves with time 

as shown in Equation 2.12, and accordingly, a representative point carves out a trajectory in 
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the phase space. If the total energy of the system is a constant, say E, then the phase space 

trajectory will be restricted to the hypersurface, ( ), ,H E=r p  of constant energy. 

Under equilibrium, a system evolves with no external force acting on it. As mentioned 

previously, the concept of ensemble averaging is used [46] to calculate macroscopic properties. 

An ensemble, first introduced by Gibbs, is a collection or replicas of imaginary systems having 

statistically equivalent macroscopic properties but each with a distinct microstate. This 

definition is in line with the observation that a given macrostate corresponds to many 

microstates [47]. The ensemble is represented by a set of distinct points in the 6N-dimensional 

phase space. The value of any equilibrium property of the system – for example, the system 

pressure – can be obtained as the average value of this property over all members of the 

ensemble – this is known as ensemble averaging. 

2.2.2 Ergodic hypothesis 

Time dependent atomistic simulations give positions and velocities of all particles (atoms, ions 

etc.) at every instant of time. Constructing an ensemble average is an arduous task because the 

number of microstates corresponding to any given macroscopic state is extremely large [46]. 

The ergodic hypothesis, originally developed by Boltzmann and Maxwell, can be applied here 

to make progress: It states that the value of a property obtained as an ensemble average over 

all replicas of the original system is equal to the time average of the property over a trajectory 

of the original system in the phase space. This equivalence is central to time dependent 

atomistic simulations, and it allows to interpret the simulation results in a statistically 

meaningful way. If a system is able to explore all parts of the phase space, it is known as an 

ergodic system while on the other hand, non-ergodic systems have parts of the phase space that 

are inaccessible. Technically, atomistic simulations can never explore all accessible regions of 
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the phase space within reasonable computational times. However, it can explore a subset of 

the accessible regions that are statistically identical or that are representative, if the system do 

not deviate far away from equilibrium. 

2.3 Temperature accelerated dynamics (TAD) 

One of the major limitations of classical atomistic or MD simulations is that it is limited to 

time scales of nano- or microseconds; this limitation is not inherent from the theory but stems 

from the limited computational resources. Further, the integration of equations of motion is 

sequential in nature, and hence, parallelization does not circumvents the problem. Several 

atomistic methods have been developed in the past to extend the time-scales of atomistic 

simulations by several orders of magnitude. These include a set of accelerated molecular 

dynamics (AMD) methods developed by Arthur Voter [48, 49] that are applicable to systems 

that are characterized by rare events such as diffusion of defects in a solid state. Thus for most 

times, a system remains in a small phase space volume that correspond to the vibration of 

atoms, which is occasionally punctuated by a transition to another small region in the phase 

space. These small phase space volumes correspond to local minima in the potential energy 

surface (PES), and this state-to-state dynamics is well-described by the transition state theory 

(TST). All AMD methods attempt to accelerate the state-to-state transitions within reasonable 

computational times. There are three AMD methods which are most useful: temperature 

accelerated dynamics (TAD) [50], hyperdynamics [51, 52], and parallel replica method [53]. 

While each method accomplishes long-time simulations in characteristic ways, TST [54, 55] 

provides the theoretical foundation for all methods. 

 In this work, TAD is applied for studying the dynamics of superionics at low 

temperatures relative to the superionic transition temperature. TAD accelerates the dynamics 
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of activated processes in solid state, and it works by raising the temperature of the system and 

identifying those events that should occur at the initial temperature [48, 50]. TAD relies on the 

harmonic TST approximation, which is valid for many solid-state diffusive processes and 

relatively easy to implement within the framework of atomistic simulations. 

In TAD [50], the system temperature is raised from the desired temperature (Tlow) to a 

higher temperature (Thigh) to accelerate the escape rate from each potential energy basin. 

Although raising the temperature is a well-known and often-used approach for accelerating 

diffusive events, it does not give the correct state-to-state evolution for temperature Tlow as the 

relative escape probabilities change with temperature. However, if, from among the transitions 

occurring rapidly at Thigh, the correct Tlow transitions can be selected and the others prevented, 

then the system will evolve from state to state appropriately for temperature Tlow [50]. The key 

to TAD (or, any AMD method) is in recognizing that the right sequence of state-to-state 

transitions can be predicted correctly as long as the relative probability of finding each of the 

possible escape paths is preserved [50]. A main premise in TAD is the applicability of 

harmonic transition state theory (HTST), which gives an expression for the rate-constant of an 

event i as [50]: 

/( )i BE k T
i ik eν −=  (2.13) 

where iE  is the energy difference between the basin minimum and the saddle point, iν  is a 

temperature-independent pre-exponential factor that depends on the vibrational spectrum at 

the minimum and the saddle point, and Bk  is the Boltzmann constant. Hence, the temperature 

dependence of the transition rates follows the Arrhenius relation. In TAD, one performs a basin 

constrained MD where the trajectory of the system is confined to a particular potential energy 

basin at Thigh [50]. Whenever the system tries to escape to a new potential basin with the 
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execution of an event, the waiting time for each new transition pathway is recorded and the 

saddle point for the transition is determined using the nudged elastic band (NEB) method [56]; 

thereafter the system is reflected back to the original state (basin) and the process repeated. In 

this way, the basin constrained MD generates a list of escape paths and attempted escape times 

,highit  for different events i at the temperature Thigh. Now, the goal is to determine the waiting 

time ,lowit  at the original temperature from the observed ,high .it  To obtain this, the assumption 

that any infrequent event system obeys first-order kinetics is used, which is described as [50]: 

( ) ik t
i ip t dt k e dt−=  (2.14) 

where ki is the rate constant for escape. Now, consider a process, i, at two different 

temperatures, Tlow and Thigh (Tlow ≤ Thigh), with corresponding rate constants, ki,low and ki,high. 

Since the waiting times ,lowit  and ,highit  at the two temperatures are exponentially distributed, 

it follows that the products ,low ,lowi ik t  and ,high ,highi ik t  have identical distributions. Hence it can 

be shown that ,low ,low ,high ,high .i i i ik t k t=  Combining this equality with Equation 2.13, the 

following can be derived. 

( )low high

,low ,high
iE

i it t e β β−=  (2.15) 

Equation 2.15 gives the waiting time ti,low, having determined ti,high earlier. Also note that the 

energy barrier iE  is also calculated, using the NEB method, after each event is detected. As a 

consequence, a set of event times generated in a high-temperature simulation can be mapped 

to a set of much longer wait times in the low-temperature system. However, because this 

mapping involves the energy barrier of the transition event ( iE ), which is different for each 

event, the first event at the high temperature may not be the earliest event at the low 
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temperature. Equation 2.15 is shown graphically in Figure 2.1 which is an Arrhenius-style 

plot (ln(1/t) versus 1/T), with time progressing downwards; note 1/t is the inverse of the waiting 

or escape time. 

                         
Figure 2.1 Pictorial representation of the TAD method [50]. 

 
The straight line with an arrow represents an extrapolation of ti,high to ti,low.This can be better 

understood by reformulating Equation 2.15 as: 

( )low high
,low ,high

iE
i it t e

β β−
=  

( )
( )

( ),low low high,high

,low ,high

1

1
 i iEi

i i

t t

t
e

t
β β− −

⇒ = =  

( ) ( ),low ,high low high ln 1 ln 1 ( )i i it t E β β∴ − = − −  (2.16) 
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Equation 2.16 thus shows that the slope of a line in Figure 2.1 is equal to iEβ− , where iE  is 

the energy barrier for the event. It is important to realize that the extrapolation lines may cross, 

so that the order of the escape times differs at the two temperatures. It is therefore essential to 

continue the MD simulation at Thigh until one can be confident that the shortest waiting time at 

Tlow has been found. TAD simulations are stopped using a characteristic minimum frequency 

of the system. Similar to MD simulations, TAD also requires the specification of the 

interatomic or interionic potential of the system. 

2.4 Structural correlation functions 

In this section, some of the commonly used structural metrics that are applied in this 

dissertation are discussed. These metrics are evaluated as time averages from atomistic 

simulations. 

2.4.1. Radial distribution function, g(r) 

The radial distribution function RDF or g(r) gives information on the structure of the system 

by expressing, on average, the spatial distribution of atoms. The density field at a point r and 

time t can be expressed as [57]: 

( , ) ( ( ))i
i

t tρ δ= −∑r r r  
(2.17) 

The sum is over all the atoms in the system and Equation 2.17 defines the local number density 

in terms of the average occupancy of a small volume of space at r, estimated at time t. Note 

that the delta function in Equation 2.17 has the units of reciprocal volume. The probability 

density of finding N(N-1) pairs of particles in an N-particle system is given by: 
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( ) ( ) ( )2

1

N N

N i j
i i j

ρ δ δ
= ≠

′ ′= − −∑∑r,r r r r r  (2.18) 

For homogeneous isotropic systems, this probability depends only on the relative separation 

between the particles. Thus 

( ) ( ) ( ) ( )2
1 22

1 2 1 2 2

| |
| | N

Ng g g
ρ

ρ
= ≡ =

r - r
r ,r r - r r  (2.19) 

Thus ρg(r) gives the conditional probability of finding a particle at distance r from the origin 

given that there is a particle at origin. The above expression can be simplified as 

( ) ( )( )
1

1 N N

i k
i k i

g
N

δ
ρ = ≠

= − −∑∑r r r r  (2.20) 

Typically, RDF is defined as a pair correlation function which assumes spherical symmetry. 

Thus pair correlation is expressed as 

( ) ( )2
1

1 1
4

N N

i k
i k i

g r
r N

δ
π ρ = ≠

= − −∑∑ r r r  (2.21) 

Both radial distribution and pair correlation are interchangeably used in this dissertation. Note 

that RDF is now expressed as an ensemble average, which according to the ergodic hypothesis 

is simply an average of time. Thus in atomistic simulations, RDF is calculated as a time average 

of several configurations of the system at different times. 

 Crystalline, liquid and gaseous states have very different atomic arrangements and 

these states can be uniquely identified through g(r). In a crystal, the RDF shows repeating 

peaks that indicates the presence of long-ranged order. Liquids generally have short-range 

order and this is reflected by few prominent peaks in the RDF. As observed in Figure 2.2 the 

RDF peaks for the liquids state flatten out to a value of 1 at large distances from origin; by 

definition, g(r)=1 implies that the density at this location is same as the macroscopic density. 
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For gases at high pressure, the RDF typically shows only a single peak that corresponds to the 

nearest neighbor. 
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Figure 2.2 Typical RDF variation in solid, liquid and gaseous states. 

 
RDF is often used to determine the coordination number of a structure. The equation relating 

them is derived here. Let N be the total number of atoms in the system and n(r)dr is the number 

of atoms in a shell between r and r+dr such that 
0

( ) .n r dr N
∞

=∫  The volume of the shell 

between r and r+dr can be evaluated to be 

( ) –4 4  4 .
3 3

3 3 2π r +dr πr r drπ≈  (2.22) 

Now, the definition of g(r) is given by 

2
( )

4( )

n r dr
r drg r π
ρ

 
 
 =  (2.23) 

The coordination number ( )β  can be written in terms of n(r)dr as 
0

( ) ,cr n r dr β=∫  where rc is 

the nearest neighbor distance (or the position corresponding to first peak in the RDF). Since 
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the atoms are in constant thermal motion, rc is usually taken as the position corresponding to 

first minimum in RDF. Finally, 

2

0
( ) 4  cr g r r drβ ρ π= ⇒∫ 2

0
4 ( )cr g r r drβ πρ= ∫  (2.24) 

Equation 2.24 gives the desired relation between β and g(r). 

2.5 Dynamical correlation functions 

The dynamical correlation functions to be discussed are generally space-time correlation 

functions that can be obtained from the trajectory of an MD simulation; some of these are also 

accessible from experiments such as neutron and x-ray scattering. Correlation functions 

generally span the full range of length and time scales, from slow long-wavelength modes 

describing the continuum in the hydrodynamic limit, right down to the atomic level [58]. 

Several space-time correlation functions are used in this dissertation to characterize the 

superionic dynamics and these are elucidated in this Section. 

2.5.1 van Hove self-correlation function, Gs(r,t) 

The van Hove self-correlation function, Gs(r,t), is a spatio-temporal quantity that describes the 

correlation of the same (or self) atom at different times. It is given by the expression [57]: 

( )s
1

1( , ) ( ) (0)
N

i i
i

G r t r t
N

δ
=

≡ − −∑ r r  (2.25) 

Thus Gs(r,t) indicates the probability of finding an atom in a small volume element dr, centered 

at r, and time t, when the same atom is at the origin at time t = 0; Figure 2.3 shows this 

pictorially. 
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Figure 2.3 For an atom at the origin at time t = 0, Gs(r,t) indicates the probability of finding 
this atom in a volume element dr, centered at r, and time t. 

 
For any given time t, 

( , ) 1sG r t dr =∫  (2.26) 

when integrated over all space, and, at t = 0, Gs(r,0) = δ(r). The position of an atom at both 

long times and large distances becomes uncorrelated to its original position and thus becomes 

equally probable to be found anywhere in the system. From the normalization shown in 

Equation 2.26, we can see the value of Gs as collapsing from δ function (at t = 0) to zero at 

larger r. During the period of collapse, the shape of Gs(r,t) is approximately Gaussian, except 

at the initial times [59]. 

2.5.2 Density correlator 

The density field shown in Equation 2.17 can be transformed to Fourier space as: 

.

. ( )

( ) ( , )
i

i

i

i t

t t e d

e

ρ ρ −

−

= ∫
∑

k r
k

k

r r
r          =

 (2.27) 

The density-correlator ( , ),F tk  also known as the intermediate scattering function, is defined 

as the correlation of the density function in Fourier space, and is expressed as 
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. ( ). (0)1 1( , ) (0) ( ) ji

ij

i tiF t t e e
N N

ρ ρ −= = ∑ k rk r
k kk -  (2.28) 

It may be noted that 0ii
=∑ k  because k takes both positive and negative values to conserve 

momentum. F(k,t) measures the fluctuation of the density on a length scale ~2π/k where .k = k  

When k is large, the density correlator is  probing very short length scales [60] and when k is 

small – the smallest value is fixed by the simulation volume – the continuum scales are probed. 

The self-intermediate scattering function is the self-part of the density auto-correlator and is 

given by 

.( ( ) (0))( , ) i i
s

i tF t e −= k r rk  (2.29) 

Fs(k,t) should be statistically similar for each particle in the system by virtue of ensemble 

averaging in Equation 2.29. At time t = 0, Fs(k,t) is unity and as time evolves, Fs exhibits a 

smooth decay indicating the lack of correlation at long times. The decay rate is higher for 

higher k, indicating that shorter-wavelength fluctuations die out more rapidly [61]. In slowly 

evolving systems such as in supercooled liquids, Fs(k,t) shows a pronounced caging period 

where particles are trapped in a cage formed by the neighbors. 

2.5.3 Dynamic structure function 

The dynamic structure function is the time Fourier transform of the density correlator. It is 

given by [58]: 

( ) ( ) ( )1, , exp
2

S F t i t dtω ω
π

∞

−∞

= ∫k k  (2.30) 

The dynamic structure factor, when integrated over all angular frequencies, give rise to the 

static structure factor, ( ),S k  defined as 
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( ) ( ) ( ), ,0S S d Fω ω
∞

−∞

= =∫k k k  (2.31) 

The static structure function ( ),S k  which reduces to the initial value of the density correlation 

function, can be directly measured by neutron or x-ray scattering/diffraction experiments. And 

finally, ( )S k  is related to the radial distribution function through the equation [62]: 

( ) ( ) .1 1  i

V

S g e dρ= + −  ∫ k rk r r  (2.32) 

Thus experimental observables such as structure function, dynamic structure function, and 

density correlator (intermediate scattering function) can be directly compared to results from 

atomistic simulations. 

2.5.4 Four-point susceptibility function, χ4(t) 

For characterizing the spatially heterogeneous dynamics in slowly evolving systems such as 

supercooled liquids, several multipoint correlation functions have been devised in the past. In 

particular, a four-point susceptibility function (χ4) has served as a metric to characterize the 

growing length scales with decreasing temperature in supercooling of liquids. For a system 

containing N atoms and a chosen wave-vector ,k  χ4(t) is given by the expression [63]: 

[ ] [ ]
2 2

4
1 1( ) cos . ( ) (0) cos . ( ) (0)i i i i

i i
t N t t

N N
χ

   = − − − 
   

∑ ∑k r r k r r  (2.33) 

In supercooled liquids, χ4(t) typically grows in time before decreasing at longer times. This 

non-monotonic variation is attributed to the transient nature of the dynamic heterogeneity [64]. 

Toninelli et al. [63] have characterized some universal features of χ4(t) in glassy systems: At 

short time scales when atoms exhibits ballistic motion, χ4(t) increases in time as t4. This is 

followed by an elastic regime characterized by a t or t1/2 growth depending on whether phonons 
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are propagative or diffusive, culminating with χ4 showing a maximum at a time that is O(τα), 

where τα is the alpha relaxation time. This maximum is followed by a fast decay to zero at long 

times. In Chapter 4, χ4(t) is applied to characterize the spatial heterogeneous dynamics of the 

disordered ions in superionic conductors. 

2.5.5 Spatial correlation of dynamic propensity, Cd(r,t)  

The propensity of an atom is defined as the square of the displacement of the atom, averaged 

over all several copies of iso-configurational ensemble [65]. The correlation in propensity of 

atoms in the system, known as the spatial correlation of the propensity – Cd(r,t) [66], is used 

as an alternative metric to characterize the heterogeneous dynamics in superionic conductors. 

Cd(r,t) for a system of N atoms is defined as: 

( )
( ) ( )

( ) 2

, ,
,d

w i t w j t
C r t

w t

δ δ

δ
=

  
 (2.34) 

In the above equation,  i and j are two atoms such that the magnitude of the distance between 

them falls within an interval of Δr, centered at r. w(i,t) is the propensity 2
ic

r of ith ion at time t 

with ( ) ( ) ( ), ,w i t w i t w tδ ≡ −  denoting the instantaneous fluctuation in the propensity of ith ion. 

The correlation in the propensity fluctuation is then normalized to [ ] [ ]2 2

1
( )

1 ( , ) .N

i
w t w i t

N
δ δ

=
= ∑  

Analysis by Razul et al. [66] shows that Cd is a reliable metric for studying the heterogenous 

dynamics in supercooled systems. Studies on Kob-Andersen binary Lennard-Jones 

supercooled liquid shows that Cd depicts a peak amplitude, which (i) manifests at times that 

scale with τα, and (ii) increases monotonically with decreasing temperature. In Chapter 4, the 

equivalence of χ4 and Cd is shown in characterizing the spatially heterogeneous dynamics for 
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supercooled states. It is further shown that χ4 is not appropriate for superionic states because it 

fails to distinguish a crystalline structure from a deeply supercooled states. On the other hand, 

Cd has the ability to distinguish supercooled-like states that is morphing from a crystalline 

structure – key strength that is indispensable in the study of correlated dynamics in superionic 

conductors. 
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Chapter 3: ORDER-DISORDER TRANSITION IN 

TYPE II SUPERIONIC CONDUCTORS 

 
3.1 Introduction 

Neutron scattering experiments reveal that the disordered anions form a significant fraction of 

the total as the superionic transition is approached from lower temperatures. Thus it is tempting 

to inquire whether a crossover temperature or an onset of superionicity, or simply an order-

disorder (O-D) transition exists, where the dynamic disorder is first manifested in Type II 

conductors. Unlike the superionic transition temperature Tλ, the concept of a superionic onset 

temperature, which is defined as Tα in this work, is not well-formed even though, as shown 

later, experimental evidences do attest to such a transition. In this chapter, existing 

experimental data is analyzed to identify possible signatures of Tα for various fluorite 

superionics. Molecular dynamics (MD) simulations of UO2 and CaF2 are also performed to 

identify such as transition. 

3.2 Evidence of order-disorder (O-D) transition in Type II superionics 

from experiments 

In Figure 3.1, we provide experimental confirmation (from reported data) on a crossover 

temperature (Tα) that marks the onset of disorder, which is distinctly different from Tλ – the 

superionic transition temperature. The figure portrays neutron scattering/diffraction data which 

includes both integrated coherent diffuse scattering per anion (XD), and the fraction of 

disordered anions (nd) that is deduced by assuming a particular defective model, for different 
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fluorite-type ionic conductors. Neutron scattering and diffraction measurements give 

information on ions that leave the native lattice sites, and hence, they provide quantitative 

estimates on the disorder of the system. It is compelling to observe that there is a definitive 

onset of disorder, which is particularly evident from a very recent investigation on SrCl2, as 

well as for PbF2 and UO2. For UO2, the two neutron scattering data sets in Figure 3.1 indicate 

that *Tα  is ≈ 2000 K, approximately  [67] which is distinct from the superionic temperature of 

Tλ ≈ 2610 K [7]. For SrCl2, CaF2 and PbF2, the disorder onset temperatures are 920 K, 1180 K, 

and 570 K, respectively; these onset temperatures are different from known Tλ values (SrCl2: 

1001 K, CaF2: 1430 K, PbF2: 711 K [7]). 
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Figure 3.1 Neutron scattering and diffraction data for several (Type II) superionic conductors 
[10, 67-69] belonging to the fluorite–family. The superscript (*) denotes inferred values from 
experimental data and dashed/dotted lines serve to guide the eye. The change of slope in 
properties are checked by derivative analysis; however, the inferred numerical values are 
approximate. 
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Figure 3.2 depicts the experimental data on specific heat of UO2 (closed symbols) [70], which 

shows a prominent peak at the superionic transition temperature (Tλ ≈ 2610 K) – a feature 

which is shared by all Type II superionic conductors. The semi–open symbols show the close 

agreement between the predictions from MD simulations [29] using the Yakub inter–ionic 

potential [71], and the experimental data [70]. It is illuminating to note that there is an 

approximate correspondence between the variation in thermo-physical properties, and the 

disorder onset temperature (Tα). In Figure 3.2, it can be noted that the specific heat shows a 

slope change at ~1950 K, which is close to the disorder onset temperature (~2000 K). The 

variation of lattice parameter with temperature [72, 73] (see inset) also shows a visible change 

in slope near 1950 K. 

 
Figure 3.2 Specific heat of UO2 (simulations are performed using MD [29] with Yakub 
potential [71]). (Inset) Lattice parameter as a function of temperature [72, 73]. 

 
The correlation of neutron scattering/diffraction data to the changes in ionic conductivity 

behavior is portrayed in Figure 3.3. The recent neutron diffraction data by Hull et. al. [68] on 

SrCl2 shows an onset of disorder at 920 K while the ionic conductivity data [74], shown in 
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Figure 3.3(a), also depicts a change in slope at the same temperature (920 K). It is interesting 

to note that ionic conductivity portrays another slope change at 1025 K which is close to the 

experimental value of Tλ = 1001 K (from specific heat measurements) [10]. Another slope 

change can be detected at a lower temperature of ~800 K; the origin, however, is unknown. 

Thus the slopes in the ionic conductivity data alludes to possible transitions in superionic 

conductors. 

   

Figure 3.3 Ionic conductivities of (a) SrCl2 and (b) CaF2, respectively [74]. 

 
The conductivity data on CaF2 [74] in Figure 3.3(b), which is similar to that in Figure 3.3(a) 

for SrCl2, again helps in identifying two crossover temperatures, although the slope changes 

are more subtle. The disorder onset temperature of *Tα  ≈ 1180 K, estimated from a linear 

extrapolation of the neutron scattering data [10] in Figure 3.1, is close to a temperature of 1190 

K, which is identified from the slope change in the conductivity data [74]. A second slope 

change at a temperature of 1470 K is also observed, which is close to Tλ = 1430 K [10]. Detailed 

conductivity data spanning both transition temperatures do not appear to be reported for PbF2 
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and UO2. Thus experimental data on neutron scattering and ionic conductivity data strongly 

attest to an O-D transition or a superionic onset temperature Tα. 

  Brillouin scattering technique can be indirectly employed to determine the elastic 

constants. Starting from low temperatures, the scattering frequencies/elastic constants 

generally decrease linearly with increasing temperature, and the linearity is broken typically 

near the temperature that corresponds to the onset of disorder (Tα). Figure 3.4 shows a 

comparison of the disorder onset temperature identified from neutron scattering (~1180 K) and 

the temperature at which linearity in Brillouin frequencies is broken (~1180 K) for CaF2. In 

the next section, MD simulations are employed to study the order-disorder transition in two 

superionic conductors, UO2 and CaF2. 

 

Figure 3.4 Brillouin scattering data for CaF2 [75] showing the variation of the elasticity 
constant C11. The temperature corresponding to the change in slope Tα correlates well with the 
data from neutron scattering experiments. 
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3.3 Evidence for order-disorder (O-D) transition from atomistic 

simulations 

Two superionic conductors – UO2 and CaF2, are investigated using atomistic (MD) simulations 

for unveiling possible signatures that attest to an order-disorder transition. Owing to its 

importance as the most widely used nuclear fuel, a number of empirical potentials have been 

developed to model UO2 and many of these have been compared in recent works involving 

equilibrium and non-equilibrium simulations [76-79]. In the current work, the short-range 

interactions are described using the Busing-Ida type potential form [80], with the parameters 

adopted from Yakub et al. [39, 71]. This rigid-ion potential has been benchmarked to a 

spectrum of properties [29, 71, 81] with reasonable accuracy. The form of the potential is given 

in Equation 2.5, while the parameters are listed in Table 2.1. For CaF2, the ion interactions are 

modeled using Equation 2.6, with the parameters listed in Table 2.3. Simulations are 

performed with 2596-6144 ions with periodic boundary conditions along all the three 

directions. The long-ranged electrostatic interactions are evaluated by using Wolf method [82], 

which has been benchmarked to the standard Ewald sum method. In the Wolf method, both 

the Coulombic energies and forces are truncated at a fixed cutoff radius (10.2 Å in the current 

work) with charge compensation on the surface of the truncation sphere; the damping 

parameter is chosen as 0.3. The Newton’s equations of motion are integrated using the leapfrog 

algorithm [58], with a time-step of 1 fs. The system is initially equilibrated for 200 ps in a NPT 

ensemble (at zero pressure); the simulations are then allowed to proceed in a NVE ensemble 

for evaluating the equilibrium static and dynamic properties. 
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3.3.1 Determination of Tλ from atomistic (MD) simulations 

The interionic potentials are first validated by reproducing the characteristic superionic 

transition temperature Tλ using simulations and comparing to known experimental values. In 

Figure 3.5, the variation of specific heat at constant pressure, evaluated as the temperature 

derivative of total energy at zero pressure, is depicted as a function of temperature. 

    

Figure 3.5 Variation of specific heat (Cp) with temperature for CaF2 and UO2, obtained from 
atomistic simulations. 

 
The temperature corresponding to the peak in Cp represents the superionic transition 

temperature and the agreement with the experimentally measured Tλ is excellent for CaF2 and 

UO2. The error in both the cases is less than 2%. In the next sub-sections, structural metrics 

are introduced to identify Tα from atomistic simulations followed by dynamic metrics that 

further corroborate the O-D transition at Tα. 

3.3.2 Structural evidence for Tα from atomistic simulations 

For UO2, at a temperature of 1900/2000 K, the onset of disorder is detected through discernible 

changes in the static properties such as the lattice parameter and Wendt-Abraham ratio (RWA). 
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Figure 3.6 shows the variation of lattice parameter with temperature for UO2. There is a clear 

change in slope, at ~2000 K, indicating the advent of disorder in the system. 

 

Figure 3.6 Temperature variation of lattice parameter in UO2, obtained from MD simulations. 
The temperature corresponding to the change in slopes matches very well with the order-
disorder temperature for UO2 obtained from experiments (Figure 3.1). 

 
Wendt-Abraham ratio (RWA) is defined as the ratio of the first non-zero minimum in the anion–

cation radial distribution function (gmin) to the first peak value (gmax), and it is a measure of the 

local packing, which is useful to probe fine structural changes; the Wendt-Abraham ratio is 

depicted for UO2 and CaF2 in Figure 3.7. Wendt and Abraham [83] originally had proposed 

this ratio to detect liquid–glassy/amorphous transition by monitoring the change of slope in 

RWA for different thermodynamic states. The abscissa in Figure 3.7 is the normalized 

temperature with respect to Tα obtained from experiments [Tα (UO2) = 1900 K and Tα (CaF2) 

= 1180 K]. Below experimental Tα, RWA is practically zero for both CaF2 and UO2, indicating 

a well-ordered crystalline structure with negligible probability of finding a neighboring ion 

between the lattice sites. Close to experimental Tα, RWA becomes non-zero signaling an onset 

 
                                                                                                                                                                              43 

 



www.manaraa.com

 

 

of the disordered state; at higher temperatures, RWA increases rapidly indicating enhanced 

disorder in the system. From Figure 3.7, it can be seen that MD simulations clearly identify 

an order-disorder temperature that is in excellent agreement with the experimental data. 

 

Figure 3.7 Wendt-Abraham ratio for CaF2 and UO2 showing the order-disorder transition for 
both the superionic conductors at Tα. 

 
3.3.3 Dynamical evidence for Tα from atomistic simulations 

In this section, a dynamical metric, namely, the mean square displacement (MSD) of the 

disordered ions, is analyzed to identify Tα in UO2. Figure 3.8 shows the MSD of both uranium 

and oxygen ions in UO2 over a wide range of temperatures, below the melting point. The 

uranium ions do not show any diffusive motion even at higher temperatures, as expected. 

However, for oxygen ions, an order-disorder transition is observed through the sub-diffusive 

dynamics that can be identified from the mean square displacements at a temperature of ~1900 

K. This can clearly be confirmed from the inset of Figure 3.8(b), which shows the first signs 

of diffusive motion in the oxygen sub-lattice at ~1900 K. Thus both static and dynamic metrics 

from atomistic simulations establish an order-disorder transition temperature Tα, which is in 

excellent agreement with the experimental data. 
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Figure 3.8 (a) Mean square displacement (MSD) of the U ions at various temperatures. (b) 
MSD of the O ions at different temperatures. The temperature increases from 1700 K (thick 
red) to 2900 K (thick blue), in steps of 100 K, in both the plots. (Inset) MSD of a smaller 
system (768 ions) with a longer time window of 1 ns. Note that all the states are completely in 
equilibrium – the flat plateau region in MSD at low temperatures indicates trapped dynamics, 
however, in a crystalline state. A significant change in the slope of MSD for the O ions is 
detected at ~1900/2000 K, which is corroborated by changes in properties such as lattice 
parameter and Cp, and evidence from scattering experiments that show anion mobility at ~2000 
K [see Figure 3.1 and Figure 3.2]. 

3.3.4 Summary of transition temperatures in Type II superionic conductors 

In Table 3.1, the order-disorder (O-D) transition temperature Tα [84], superionic-transition 

temperature Tλ [7], and melting temperature Tm [7] for various Type II superionic conductors 

discussed in this chapter are listed. 

Table 3.1 Summary of different transition temperatures associated with various fluorite-
structured superionics. 

Conductor Tα (K) Tλ (K)  Tm (K)  
UO2 1900 2610 3120 

 

 

 

CaF2 1170 1430 1633 
PbF2 

 

570 711 1158 

 

 

 

SrCl2 920 1001 1146 
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After the advent of disorder on the anion sub-lattice in fluorites at Tα, it is interesting to 

understand the role of interstitial sites in accommodating disorder. As discussed in Chapter 1, 

fluorites have vacant octahedral sites which are the main interstitial sites for displaced anions 

and cations. In the following section, the role of octahedrals in containing the disorder at 

temperatures above Tα is studied, by means of MD simulations. 

3.4 Disorder in fluorite-structured Type II superionic conductors 

Disorder in a solid state can either be classified as strongly structural such as long-lived defects, 

or strongly dynamic, which changes with time [85]. In this section, the nature of disorder in 

superionics is elucidated with evidence garnered from atomistic simulations. Type II 

conductors of interest in this study have a fluorite structure, which is shown in Figure 3.9(a). 

In these materials, the cations, which are relatively immobile species, arrange themselves in a 

face-centered-cubic (FCC) lattice arrangement. The anions arrange themselves in a simple-

cubic lattice with the cations occupying alternate cube centers (also known as the tetrahedral 

sites) in fluorites. The octahedral sites remain vacant and these are the main interstitial 

positions for the displaced ions. The cations maintain their positions until melting, while the 

anions show significant disorder, both structural and dynamic. As shown subsequently, the 

anions have low energy thresholds for getting thermally displaced from the native sites, which 

results in mobile anions to hop from one tetrahedral site to another. The high value of ionic 

conductivity in Type II superionics, therefore, is currently attributed to the extensive lattice 

disorder on one of the sub-lattices at high temperatures, as well as to the ability to 

accommodate interstitial sites, especially at the empty octahedral sites, at low temperatures 

with both features providing copious conduction pathways for the charged carriers. The 

availability of empty octahedrals, which is numerically greater than the number of anions, thus 

provides a key structural pathway for fast ion diffusion. 
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                    (a)                                          (b)                                               (c) 

Figure 3.9 (a) The crystal structure of UO2, with bigger ions representing uranium and smaller 
ions depicting oxygen. (b) The (110) plane of this unit cell has 4 oxygen ions, shown in black, 
and contains octahedral sites at mid-point of the plane as well as at the center of left and right 
edges. (c) The fluorite unit cell is partitioned into 51 equal-sized cells along each of the x, y 
and z directions, and every oxygen ion is consigned to one of the 513 cubes.  For quantifying 
the significance of octahedral sites in accommodating displaced ions, the manifestation of 
disorder around them (areas shown in black) is compared to the total disorder in the region 
enclosed between dotted lines. “a” indicates the lattice constant of the fluorite unit-cell. 

 
Neutron scattering studies performed on a variety of fluorites are analyzed through models that 

propose most probable sites for the disordered anions. These studies indicate that at 

temperatures well below Tλ, the displaced anions mostly occupy the octahedral interstitial sites 

and can be treated as Frenkel pairs (FPs). As temperature approaches Tλ the disorder increases 

and the interstitial ions on the octahedral sites become unstable due to the presence of vacancies 

at closer distances [9, 10]. This disorder is then referred to as dynamic FPs in view of its very 

short lifetime, which is of the order of ~1 ps. Hence, the disorder changes from stable FPs that 

portray a strong structural identity below Tα to dynamic FPs above Tα, where ions typically 

hop from one lattice site to another without forming permanent defects; the latter disorder 

exhibits a strong dynamic identity. This change is reflected in the diminishing role of 

octahedral interstitials in accommodating disorder; at lower temperatures (below Tα), the 

disorder is mostly contained in the octahedral sites by virtue of stable FPs whereas, at higher 
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temperatures (above Tα), displaced ions have a short lifetime at any displaced position thereby 

rendering the octahedral sites a relatively minor role for accommodating disorder. In other 

words, at higher temperatures, the probability of finding a displaced anion at the octahedral 

sites diminishes above the order-disorder transition temperature Tα. 

Computer simulations can also attest to this change in the nature of disorder, and here, 

it is illustrated for two superionic conductors – UO2 and CaF2. The importance of octahedral 

sites in accommodating disorder can be quantified by assessing the presence of disordered ions 

at these sites with respect to neighboring sites [refer, Figure 3.9(c), for the case of UO2 with 

oxygen being the mobile ion]. The fluorite unit cell is partitioned into 51 equal-sized cells 

along each of the x, y and z directions, and each oxygen ion in the system, depending on its 

position, is assigned to one of the 513 (=132,561) volume elements. Contours representing the 

population of the volume elements can now be drawn for any plane in the unit cell. Since each 

volume element is simply associated with only a scalar (number of ions), the directions in the 

volume elements do not play any role. Thus the contour dimensions (height and width) 

associated with both, for example, (100) and (110) planes are identical. Figure 3.9(b) depicts 

a (110) plane in fluorite structure containing octahedrals at mid-point of the plane as well as at 

the center of left and right edges, and Figure 3.9(c) shows the methodology that is applied in 

estimating the role of octahedral sites in accommodating disorder. For the octahedral at the 

middle of the plane, a square of length equal to 10% of the unit cell (~0.5 Å) centered on the 

octahedral site is constructed. If an ion occupies this square, it is considered to belong to the 

octahedral site. Similarly, octahedral sites exist at the mid-point of the side edges of the (110) 

plane and each of these is assigned an area that is half of the area assigned for the mid-of-the-

plane octahedral. Finally, to estimate the relative importance of octahedral sites in 

accommodating disorder, the presence of displaced ions in between the dotted lines shown in 

Figure 3.9(c) is measured and estimate the contribution to this disorder from the octahedral 
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sites. The dotted lines are chosen sufficiently far from all oxygen ions and bound only the 

displaced ions. 
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Figure 3.10 Probability contours of finding oxygen ions on the (1 1 0) plane at different 
temperatures for UO2. The contours are obtained from the volume elements on the plane 
shown in Figure 3.9(b). 

 
Figure 3.10 shows the probability contours of the distribution of oxygen ions in UO2 along 

the (110) plane at different temperatures from MD simulations. The increase in disorder at 

higher temperatures is clearly evident. For perfectly homogeneous distribution of disorder in 

the area enclosed between the dotted lines shown in Figure 3.9(c), the contribution of disorder 

from octahedral sites (Rideal) would be 20%. However, a higher contribution from octahedrals 

is expected as the large empty volume surrounding them would appeal to the thermally-

displaced anions. Figure 3.11 depicts the temperature variation of R, the fraction of octahedral 

disorder to total disorder between the dotted lines, for both UO2 and CaF2. The temperature in 

the abscissa is normalized to the experimentally known Tλ. At temperatures close to Tα, the 

value of R is much higher than Rideal, indicating the proclivity of displaced ions to settle at the 

octahedral sites. However, as temperature increases towards Tλ, the value of R decreases and 

the distribution of disorder becomes more and more homogeneous, in agreement with the 

experiments. Further, models based on scattering experiments have identified unique sites as 

probable locations for the disordered ions at temperatures close to Tλ [7]. However, the MD 
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simulation results do not give any indication for preferred positions other than the octahedral 

sites. 
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Figure 3.11 Temperature dependence of the role of octahedrals in accommodating disorder, 
as seen from simulations. The lower values at temperatures close to Tλ indicate the dynamical 
nature of disorder in superionics. 

 
3.5 Conclusions 

In this chapter, experimental evidence is provided that strongly indicates an order-disorder 

transition in Type II superionic conductors at a characteristic temperature Tα, marking a 

crossover from a crystalline state to a partially disordered state. Both neutron scattering data 

and conductivity measurements showed excellent agreement with each other in evaluating the 

order-disorder (O-D) transition. The O-D transitions are also observed from MD simulations 

in UO2 and CaF2, using both static and dynamic metrics. Further, the nature of disorder is 

investigated over a range of temperatures. Experiments and atomistic simulations show the 

presence of displaced anions mostly at octahedrals at temperatures lower than Tα. At 

temperatures above Tα, the displayed anions mostly hop from one native site to another without 

attaching any special status to the octahedral sites. In the next chapter, the correlated dynamics 

of the thermally active anions is brought forth through atomistic simulations.  
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Chapter 4: DYNAMICAL HETEROGENEITY IN 

THE SUPERIONIC STATE 

 
4.1 Introduction 

In Chapter 1, several phenomenological similarities between superionic conductors and 

supercooled states have been discussed. Despite the underlying crystalline state, the dynamics 

of the disordered ions in Type II superionic conductors approaching the superionic transition 

at Tλ has been shown to resemble that of supercooled liquids approaching the glass transition 

[11]. Ngai et al. [86] have contrasted the dynamic properties of ionically conducting glasses 

and crystals, and showed that they are analogous to those of glass-formers. Particularly 

interesting was their result on the trend of the scaled spectra of differing glass-formers and 

ionic conductors that have the same terminal relaxation time [87]. All these similitudes 

between superionics and supercooled systems elicit an intriguing but unresolved question: Do 

Type II superionic conductors portray dynamical heterogeneity (DH) – a definitive hallmark 

of supercooled and glassy states [15-18]? DH has been observed experimentally in virtually 

all systems that undergo glass transition [19], and becomes more pronounced with decreasing 

temperature towards the glass transition temperature Tg. In this chapter, the concept of DH is 

introduced. Subsequently, the metrics defined in Chapter 2 are used to quantify the evolution 

of DH in the superionic state. 

4.2 Dynamical heterogeneity (DH) 

Dynamical heterogeneity or spatially heterogeneous dynamics refers to the spatio-temporal 

correlations that partition a slowly evolving system into dynamically similar spatial subgroups. 
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The dynamically similar spatial groups from a molecular dynamics simulation of a two-

dimensional supercooled mixture are shown schematically in Figure 4.1; the atoms are colored 

based on their displacements over a certain time-interval [88]. The blue colored atoms 

designate those that have negligible displacements while the most mobile atoms, which are 

displaced by at least a particle diameter, are represented as dark-red. Both the mobile and 

immobile particles are clearly clustered which reveal the spatially heterogeneous dynamics in 

an otherwise structurally homogeneous system. The spatial correlations among the 

dynamically evolving atoms is indicated as DH.  In supercooled liquids, DH becomes more 

pronounced as Tg is approached from higher temperatures. Interestingly, DH is manifested by 

systems that are jammed or dynamically constrained.  

 

Figure 4.1 Snapshot of particle displacements in a two-dimensional supercooled mixture [88]. 
The blue colored atoms designate those that have negligible displacements while the most 
mobile atoms, which are displaced by at least a particle diameter, are represented as dark-red. 
A clear clustering of blue and red colored particles is evident, and this spatio-temporal 
segregation represents the dynamical heterogeneity of the system. The figure is reproduced 
from [88]. 

 
In this chapter, the signatures of dynamical heterogeneity (DH) is probed using atomistic 

simulations. In supercooled liquids, DH increases monotonically when cooled towards the 
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glass transition temperature (Tg). The somewhat imprecise correspondence between Tλ and Tg 

posited in earlier works [11] suggests that DH may increase monotonically in Type II 

superionics as the temperature approaches Tλ from below. The simulation results in this work 

instead shows a waxing and waning behavior of DH with increasing temperatures with the DH 

peaking between the temperatures Tα and Tλ. UO2 is the chosen model fluorite material for 

demonstrating the DH behavior as the disordered state spans a wide temperature range (Tα ≈ 

1900 K, Tλ ≈ 2650 K) that will allow an unambiguous examination and interpretation of DH.  

4.3 Detecting DH in the superionic state 

Detecting DH in a superionic state is challenging for two reasons: First, the superionic states 

are completely in equilibrium enveloped by two well-defined thermodynamic states – liquid 

and crystal (solid). A supercooled state, in stark contrast, is in a frustrated, non-equilibrium 

condition, and is bounded by an equilibrium liquid and a non-equilibrium glassy state. 

Typically, DH is quantified by the generalized four point susceptibility function (χ4) or through 

similar metrics [63, 89-92]. χ4(t) has been introduced in Chapter 2, and the mathematical 

expression is given in Equation 2.33. In supercooled systems, the magnitude of χ4(t)-max 

shows a monotonic increase with decreasing temperature [93], illustrating the growing spatial 

correlations. For perfect crystals, χ4(t) rather grows unbounded without decay, which indicates 

a practical difficulty to differentiate deeply supercooled states from the crystalline states, 

especially with MD simulations that have limited time windows. This can be seen in Figure 

4.2 showing the variation of χ4 for various temperatures. For temperatures slightly above Tα, 

in the range 1900 – 2300 K, χ4 grows unbounded during the simulation time window (100 ps).  

Hence, χ4 is not a suitable metric for studying superionic conductors owing to its inability to 

differentiate a crystalline state from a very deeply supercooled state.  
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Figure 4.2 Variation of χ4(t) for various temperatures in UO2. 

 
In this work, an alternate metric, namely, the correlation in the propensity – defined as the 

mean square displacement of an ion in an isoconfigurational ensemble [65, 94] – and the van 

Hove self–correlation function [59] are employed to uncover the onset of DH. The spatial 

correlation of the propensity (Cd) has been introduced in Chapter 2 and it is given by Equation 

2.34. The equivalence of Cd and χ4 in assessing spatially heterogeneous dynamics in 

supercooled systems is brought out in Figure 4.3, showing the time corresponding to the peak 

value of Cd and χ4 at various temperatures, as observed in Kob-Andersen binary model system 

[14]. The correspondence of times as observed shows that Cd is also an excellent measure of 

DH. Most importantly, the mean value of Cd is nearly zero at all times for perfectly crystalline 

states, especially at low temperatures –  MD simulations for several materials at temperatures 

close to 0 K have verified this. While thermal vibrations enhance the magnitude of Cd, it 

remains nearly constant, unlike χ4, which increases monotonically, without bounds, with time 

in the crystalline states. The difference between χ4 and Cd comes from the pair correlation in 

the latter that decays very quickly in the crystalline state. 
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Figure 4.3 Comparison of τ(Cd-max) [66] evaluated at r = 1 Å, τ(χ4-max) [93] and α-relaxation 
time τ(Fs→0) [95] for the A atoms of Kob-Andersen binary model system [95]. τ(Cd-max) is 
defined as the time at which Cd shows a maximum; τ(χ4-max) is defined analogously. τ(Fs→0)  
is defined as the time for the density correlator to decay to an arbitrarily negligible value. 
While τ(χ4-max) denotes scaled Monte-Carlo (MC) steps, τ(Cd-max) and τ(Fs→ 0) for k = 7.25 
are shown in MD reduced units followed in [95]. The good correlation between τ(Cd-max) and 
τ(Fs→0)  [as well as τ(χ4-max)] indicates that the spatial correlation of dynamic propensity 
Cd(r,t) is a realistic metric that is comparable to χ4(t) for predicting the dynamical 
heterogeneity (DH). 

 
Figure 4.4 delineates the main result of our investigation on DH using Cd(r,t) – it shows the 

progression of Cd evaluated at r = 2.63 Å, which is close to the O–O interionic separation 

distance; Cd  is averaged over 100 independent isoconfigurational runs Further, Δr is chosen 

as 0.25 Å in this work. At 1500 K, Cd shows an oscillatory behavior that emanates from the 

vibratory motion of the oxygen ions; the mean value, however, remains constant for the whole 

duration of the simulation (500 ps). On increasing the temperature, Cd exhibits two discernible 

changes: (i) the magnitude of Cd that represents the strength of the correlation increases, and 

(ii) the magnitude gently increases and then decreases after passing through a maximum. 

Unlike in the supercooled states, Cd, however, exhibits a plateau-like period before decay. Thus 
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the correlation in the propensity draws out the transition from a crystalline state into a 

superionic state through an increased correlation strength, and a peaking and decay behavior 

in Cd that signifies the emergence of dynamical heterogeneity. With increasing temperature, 

the magnitude of Cd increases with the peaks being exhibited at lower times – the maximum 

amplitude can be observed at 2500 K. And on further increase in the temperature, the amplitude 

of Cd decreases.  

 

Figure 4.4 Spatial correlation of the dynamic propensity (Cd) of the oxygen ions in UO2 
evaluated in a restricted, isoconfigurational ensemble for different temperatures. 

 
Figure 4.5 shows the variation of the peak magnitude of Cd, which depicts the waxing and 

waning behavior of DH among the oxygen ions. For temperatures 2200 K and 1900 K, the peak 

amplitude of Cd is determined as the mean value during the ‘plateau’ period: 30-80 ps and 200-

400 ps for 2200 K and 1900 K, respectively. Based on the peak magnitudes of Cd, the maximum 

DH intensity can be regarded to fall in the temperature range of 2400 – 2500 K. 
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Figure 4.5 Waxing and waning of dynamical heterogeneity (DH) among the oxygen ions in 
UO2, illustrated by the variation of the peak amplitude of Cd with temperature. 

 
The temporal behavior of Cd reveals an early and late stage DH behavior with the former 

corresponding to the lower temperatures near Tα (1900 K – 2200 K) while the latter 

corresponding to the higher temperatures near Tλ (2300 K – 2900 K). The early stage is 

characterized by deviations from a constant Cd, low correlation strength, and relatively long 

periods of a plateau-like behavior, signifying correlated but hindered ionic motion. The low 

correlation strength also indicates that only a relatively small number of ions participate in the 

DH process. The early DH stage is distinctively different from that observed in typical 

supercooled liquids; given the preceding crystalline state, it can be characterized as solid-like. 

In contrast, the late DH stage is characterized by a significant strength in the correlations and 

a peaking behavior that is analogous to supercooled liquids. While only 500 ps to 1 ns have 

been simulated for the lower temperatures with MD, we have verified that the system remains 

in a vibratory state at temperatures lower than Tα using temperature accelerated dynamics 

(TAD) [48]. Since no transitions have been accepted in a perfect UO2 crystal, TAD simulation 

results confirm the absence of diffusive motion for temperatures lower than Tα. 
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The crossover from the solid-like DH behavior to a more liquid-like response (at ~2300 

K) has a structural origin. This is evident from Figure 4.6, which depicts the Wendt and 

Abraham ratio (RWA) using the RDF of U-O ions. Even though the RWA ratio for U-O ions has 

been shown earlier in Figure 3.7, the variation with inverse temperature is plotted here to 

highlight a two-state dynamical behavior. RWA registers a slow increase from 1900 K to 2300 

K, which corresponds to a low temperature (αT) DH stage, followed by a more rapid increase 

at higher temperatures (λT stage). This result also shows that there is a discernible structural 

relaxation involving cations that contribute to the dynamical response. A similar conclusion 

can also be drawn from the O–O radial distribution function as well. 

 

Figure 4.6 Wendt and Abraham ratio RWA ≡ gmin/gmax, where gmax is the first peak value and 
gmin is the first minimum in the U-O RDF, respectively, showing a two stage dynamical 
behavior. 

 
More evidence for the evolution of DH, as well as for the cross-over from solid-like to liquid-

like behavior of the oxygen ions, can accessed through propensity maps. As introduced in 
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Chapter 2, propensity is defined as the mean square displacement of an atom or ion in an iso-

configurational ensemble. Propensity maps have been used in the past [94, 96] to visually 

identify the dynamical clustering of atoms in the supercooled states; these are constructed in 

this dissertation by assigning a sphere of radius (r) to every oxygen ion, which is expressed as 

[97]: 

( )
( )

max
min

min

/ 2
exp log

1 / 2
iR N Rr R

N R
 −   =   −    

 (4.1) 

The initial position of oxygen ion in the iso-configuration ensemble is assigned a radius r, 

given by Equation 4.1, with Rmin and Rmax taking the values 0.01 Å and 0.5 Å, respectively 

[97]. Ri is a sorted integer rank of the propensity values from smallest to largest and varies 

from 1 to N, where N is the total number of oxygen ions in the simulation. The more mobile 

(top-half) ions are then colored green and by definition, the largest green spheres represent the 

most mobile oxygen ions in the system. For ions with rank Ri varying from 1 to N/2 (less 

mobile), the ranks are reversed before evaluating their radii; these are then assigned the color 

red. In this way, the largest red spheres represent the least mobile ions. The propensity maps 

are shown in Figure 4.7 for the oxygen ions in UO2 for temperatures varying from 1900 K to 

2900 K; DH is evaluated at a time when Cd shows a maximum in Figure 4.4. A remarkable 

evolution of DH among the oxygen ions can be noticed, which is depicted by the formation of 

heterogeneous clusters of slow (red) and fast (green) moving ions. From the onset at ~2000 K, 

the DH spreads spatially with increasing temperatures, and becomes most prominent at a 

temperature of 2500 K. DH then retracts with further increase in temperature, and by 2900 K, 

the dynamically heterogeneous regions have shrunk considerably. Thus a visually striking 

growth and reduction of DH in Type II superionics can be observed through the propensity 

maps. 
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Figure 4.7 Propensity maps depicting the waxing and waning of dynamical heterogeneity of 
oxygen ions with temperature at times corresponding to the maximum in Cd. The maps 
correspond to temperatures, T = 1900 K at 100 ps (a), 2200 K at 80 ps (b), 2400 K at 3 ps (c), 
2500 K at 2 ps (d), 2600 K at 2 ps (e)  and 2900 K at 2 ps (f). 

 
Another metric that is useful to characterize DH is the van Hove self-correlation function or 

Gs(r,t). In equilibrium states, Gs(r,t) is nearly Gaussian while in jammed states the tail of the 

distribution shows an exponential behavior [59]. Figure 4.8 depicts the time evolution of 

Gs(r,t) for the oxygen ions in UO2  at different temperatures. Two striking features can be 

observed: at temperatures above 1900 K, Gs(r,t) deviates from the Gaussian shape and develops 

a tail, which (i) depicts discernible peaks, particularly prominent at longer times, and (ii) vary 

exponentially with distance at a time when Cd exhibits a peak amplitude (τα). The peaks are 

characteristic of hopping processes wherein ions undergo discrete jumps [98]; we have verified 

that the peak locations agree closely with the nearest neighbor positions in the O–O radial 

distribution function as shown in Figure 4.9. The exponential tail in Gs(r,t), on the other hand, 

(b) (c) (a) 

(d) (e) (f) 
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connotes the presence of faster moving ions – the characteristic signature of DH – which is 

also observed in supercooled liquids, colloids and granular materials [59]. With increasing 

temperature, the exponential tail at τα strengthens, which confirms the presence of DH. The 

early and late stage DH can also be distinguished from the progression of the exponential tail. 

At 2200 K, the exponential tail in Gs at τα (80 ps), which is somewhat underdeveloped with 

corrugations, sustains for long periods of time suffering only a modest change, signifying a 

solid-like, early stage DH response. In contrast, at a temperature of 2400 K (and above), the Gs 

tail at τα is smoother, which is  analogous to that in typical supercooled liquids, signifying a 

liquid-like, late stage DH response. At higher temperatures, the exponential tail of Gs also 

deteriorates faster. 

       

         

Figure 4.8 The evolution of van Hove self-correlation function Gs(r,t) for the oxygen ions at 
different temperatures – the solid line corresponds to the time when Cd exhibits the peak 
amplitude. 
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Figure 4.9 van Hove self-correlation function Gs(r,t) for the oxygen ions at 2400 K, along 
with the corresponding anion RDF at the same temperature. The peaks in Gs(r,t) match very 
well with the nearest neighbor positions obtained from the RDF. 

 

Next the liquid-like behavior of the oxygen ions is analyzed through the density correlator 

F(k,t) (see Figure 4.10) at various temperatures. A wave-vector of 0.28 Å-1 is employed, which 

corresponds to the longest wavelength of the system. At lower temperatures, the long 

wavelength density fluctuations are correlated for somewhat longer periods of time, whereas 

at higher temperatures, they decay more rapidly with time. It is interesting to note that the tail 

of F(k,t) at higher temperatures starts developing a low frequency oscillation, which is 

otherwise absent at lower temperatures. To analyze this frequency response, the Fourier 

transform of F(k,t), also known as dynamic structure function, is investigated; it is delineated 

in Figure 4.11. 
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Figure 4.10 Intermediate scattering function for oxygen ions at different temperatures in UO2. 
The wave vector, k, is chosen as 0.28 Å-1, which is representative of the hydrodynamic limit. 

 
At all temperatures, there is a prominent peak at higher frequencies (around 2 THz) – known 

as elastic peak, indicating the vibratory motion of ions. For 1900 K > T < 2200 K, a partially-

formed hydrodynamic (at ν≈0) is discernible, indicating a somewhat lethargic disordering 

mechanism. This peak, also known as Rayleigh peak, represents the cooperative motion of 

oxygen ions. The Rayleigh peak, however, becomes unmistakable with increasing temperature 

and its magnitude relative to that of the elastic peak again confirms a liquid-like state beyond 

2400 K. Thus the cross-over from a solid-like state to a more liquid–like state can be confirmed 

through the evolution of the dynamic structure function.  
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Figure 4.11 Partial dynamic structure function for oxygen ions (arbitrary units) for a wave 
vector of k = 0.28 Å-1, which is representative of the hydrodynamic limit. 

4.4 Conclusions 

This chapter has addressed the question: Do superionic conductors exhibit dynamical 

heterogeneity (DH) – a characteristic and a universal feature of glassy and jammed states? 

Using molecular dynamics (MD) simulations of UO2, a model Type II superionic conductor, a 

complex manifestation of DH among the oxygen ions over a range of temperatures has been 

demonstrated. Illustrated by the correlations in the propensity, DH has been shown to advance 

from a well–marked onset temperature (Tα), peak at an intermediate temperature between Tα 

and Tλ, and then recede. This work has also highlighted an importance difference in that the 

strengthening of DH and cooperativity in supercooled liquids is aided by decreasing entropy, 

whereas, the DH in superionic conductors evolves against the destabilizing effect of entropy. 

Hence, unlike in supercooled liquids, the DH in superionic conductors waxes and wanes with 

increasing temperature [84] – a non-monotonic behavior that is noticeably absent in 

supercooled liquids.  
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Chapter 5: MOBILITY PROPAGATION AND 

DYNAMIC FACILITATION IN TYPE II 

SUPERIONIC CONDUCTORS 

 
5.1 Introduction 

In Chapter 4, it is established that the disordered mobile anions exhibit non-monotonic 

variation of dynamical heterogeneity (DH) in Type II superionic conductors [84]. This non-

monotonic behavior is different from the well-known linear increase of DH in supercooled 

liquids when cooled towards the glass-transition temperature, Tg. In this chapter, the underlying 

mechanism for the observed rise and fall of DH in superionics is investigated using the concept 

of dynamic facilitation (DF). 

While unambiguous support for DH in supercooled and glassy states comes from 

several experiments as well as theoretical work [16], a clear mechanistic origin for DH is 

nebulous. In the Random First Order Transition (RFOT) theory, it is postulated that a 

dynamically arrested liquid exhibits a diverse number of metastable states and the state of the 

system assumes a mosaic structure with different patches corresponding to the metastable 

states or inherent states [99]. It has been shown recently that RFOT predicts different shapes 

for the cooperatively rearranging regions (CRRs) [100]; string-like configurations dominate 

near the Mode Coupling Transition (MCT) temperature (Tc) while compact configurations are 

expected near the glass transition temperature (Tg). According to kinematically constrained 

models [101], DH arises as a consequence of mobile atoms facilitating mobility to the adjacent 
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atoms [102]. It is also shown that structural relaxation in glass-forming liquids arises through 

the dynamics of elementary excitations that are facilitated and hierarchical [88].  

5.2 Dynamic facilitation (DF) 

The spatial segregation of relaxation times leading to spatially-heterogeneous dynamics can be 

explained by means of dynamic facilitation (DF). The concept of DF is closely related to DH 

in that the mobile clusters can be decomposed into smaller dynamical subunits [103] with 

spatiotemporal correlations between them; the dynamical events facilitate subsequent 

dynamics in neighboring particles leading to large-scale DH over time. Hence, DF forecasts 

that when particles in a microscopic region are mobile, they assist the particles in neighboring 

regions to become mobile, thereby allowing mobility to propagate continuously and in a 

spatially correlated way. To illustrate this, in Figure 5.1, a sample two-dimensional lattice 

system is portrayed depicting two possible evolutions of mobility in superionics. The left panel 

(a) represents a system exhibiting DF, wherein the mobility is propagated only through mobile 

atoms while the right panel (b) represents random evolution of mobility. The former 

encapsulates the idea of facilitated dynamics of Garrahan and Chandler [104] where ion 

mobility is sparse and directional with mobile ions imparting their mobility to physically 

adjacent ions. 

Dynamic facilitation, in the approach developed by Chandler, Garrahan and co-

workers, plays a key role in the structural response of an arrested state; a jammed region can 

become unjammed only if it is physically adjacent to a mobile region [105]. This particularly 

restrictive condition make the DF idea unique [101] and at odds with the spontaneous and 

random generation of mobile and immobile regions [106]. DF is also predicted within the 

RFOT approach though not as a cause but as a consequence of relaxation of the mosaic regions 
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[107]. In this chapter, atomistic simulations of two Type II superionic conductors, UO2 and 

CaF2 are performed to probe the presence of DF. The chief metric applied to identify DF is the 

mobility transfer function that has been used in the past to quantify DF in supercooled liquids. 

The general simulation details are given in Section 3.3 of Chapter 3. In the next section, the 

formulation of mobility transfer function is presented along with the relevant results. 

 
Figure 5.1 Illustration of DF on a two-dimensional lattice. Δt12 and Δt23 are back-to-back time 
intervals of equal length. Red (green) ions represent the most mobile ions – top 5%, during 
time interval Δt12 (Δt23). Dual colored ions represent the most mobile ions for both time 
intervals. Left panel (a) represents a system exhibiting DF, where mobility is propagated only 
through mobile atoms while right panel (b) represents random evolution of mobility. 

 
5.3 Mobility transfer function 

In this work, the Mobility Transfer Function [108-110] is employed to assess whether 

dynamics is facilitated in superionic conductors. This function gives the probability of a 

neighbor of a mobile ion becoming mobile, relative to that of a random ion becoming mobile. 

Values close to unity indicate that the mobility is randomly transferred while higher values 

indicate the proclivity for mobile ions to transfer their mobility to physically adjacent immobile 

ions. Ion mobility in a time interval Δt12 (from time t1 to t2) is first evaluated followed by 

constructing a list of all the ions that are most mobile; the top 5%, is employed in this work, 
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which is consistent with the past investigations of supercooled liquids. It should be noted here, 

however, that only anions are considered as only they become mobile above Tα; they typically 

hop from one lattice site to another in a collective manner [84] without forming permanent 

defects. Also note that only the anions have been considered in the study of DH in Chapter 4. 

Next a second list of the most mobile ions (top 5%) in the subsequent time interval, Δt23, is 

generated; here, Δt12 and Δt23 are back-to-back time intervals with Δt12 = Δt23 = Δt. A 

probability distribution ( , )FP r t∆  of finding the smallest distance r between an ion that is 

mobile in Δt23 but not in Δt12, and any of the mobile ions in Δt12 is then computed; the 

configuration of system at the intermediate time t2 is employed in evaluating these relative 

distances. This distribution is then compared with ( , )FP r t∗ ∆ , a distribution representing random 

ion mobility. In the latter case, all the mobile ions in Δt23 are randomly selected from non-

mobile ions in Δt12. If dynamics is facilitated, then ( , )FP r t∆  will have a higher first neighbor 

peak relative to that in ( , ).FP r t∗ ∆  Identical distributions, however, will reflect random mobility 

propagation in the system [108-110]. 

Figure 5.2 depicts the spatial variation of ( , )FP r t∆  and ( , )FP r t∗ ∆  for CaF2 at two 

different temperatures, T = 1400 K and 1600 K with a Δt of 1.0 ps. The lower temperature 

(1400 K) is below Tλ where DH is expected to be most prominent, while the higher temperature 

(1600 K) is above Tλ but below the melting point. As noticed from the left panel (a), the first 

neighbor peak for ( , )FP r t∆  is significantly higher than that of ( , ),FP r t∗ ∆  which demonstrates 

that the probability of an anion becoming mobile in Δt23 is much higher if it is located in close 

proximity to an anion that was mobile during Δt12. However, for the same Δt at 1600 K (see 

right panel in Figure 5.2), the two distributions are almost identical implying that mobile ions 

in back-to-back time intervals are almost uncorrelated. Thus dynamics is strongly facilitated 
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at a temperature of 1400 K but not at 1600 K. The distributions delineated in Figure 5.3 invoke 

an identical conclusion for UO2 thereby strongly suggesting that facilitated dynamics and the 

ensuing dynamical heterogeneity is likely to be a hallmark of a large class of Type II superionic 

conductors. 
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Figure 5.2 Probability distributions ( )FP r  and ( )FP r∗  for fluorine ions at (a) 1400 K and (b) 

1600 K. 
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Figure 5.3  Probability distributions ( )FP r  and ( )FP r∗  for oxygen ions at (a) 2400 K and (b) 

3000 K. 
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The strength of DF at any temperature T can now be quantified by using mobility transfer 

function [111], defined as: 
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 (5.1) 

where rmin denotes the first non-zero minimum in the anion partial radial-distribution function 

at the temperature of interest. Thus F(Δt,T) is a measure of the probability for an immediate 

neighbor of a mobile ion becoming mobile (left panel in Figure 5.1) relative to that of a random 

ion becoming mobile (right panel in Figure 5.1). Values close to 1 indicate that the mobility 

is randomly transferred but higher values indicate the proclivity for mobile regions to arise 

near regions that were previously mobile. In Figure 5.4, F(Δt) for both CaF2 (left panel) and 

UO2 (right panel) for various values of Δt and at different temperatures are depicted. 
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Figure 5.4 Mobility transfer function F(Δt,T) representing the strength of dynamic facilitation, 
for (a) CaF2 and (b) UO2 over different temperatures and time-intervals. Both CaF2 and UO2 
show similar variation of F(Δt,T) which may indicate a universality of dynamic facilitation in 
Type II superionic conductors. 
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For temperatures below Tα, F(Δt) shows a near-flat response over all values of Δt indicating 

that the dynamics is mostly random and non-facilitated. At temperatures near and slightly 

above Tα (1200 K for CaF2, and 2200 K for UO2), a distinct but not a fully formed peak can be 

identified at long times for both CaF2 and UO2. Thus an early signature of DF can be detected 

above the order-disorder transition temperature. In other words, with the advent of disorder in 

the anions, the dynamics is distinctly manifested as facilitated and not random. The peak in 

F(Δt) increases with increasing temperatures; the shifting to lower values of Δt shows that the 

relaxation time is significantly shorter at higher temperatures. The peak value of F(Δt) becomes 

maximum at a characteristic temperature close to Tλ for both CaF2 and UO2. Interestingly, the 

peak value of 1.8 (in both cases) is very similar to that observed in moderately supercooled 

states [108, 109] as well as in colloidal suspensions [112]. Thus there appears to be a 

convincing evidence to conjecture that dynamic facilitation is inherent to all Type II superionic 

conductors. 

5.4 Comparison of mobility transfer function with the correlations in 

propensity 

In Chapter 4, DH is established at temperatures above Tα using dynamical correlations of 

propensity (Cd) in UO2. It is revealed that the peak value in Cd starts increasing at a temperature 

close to Tα, portrays a maximum at an intermediate temperature near Tλ, and then recedes. 

Figure 5.5 depicts the peak values of F(Δt) at different temperatures for UO2 and CaF2, and 

compares that of Cd (only for UO2). It is interesting to note that both the metrics show a near 

identical variation. This remarkable waxing and waning behavior of the peak values of Cd and 

F(Δt) is compelling enough to conclude that dynamic facilitation is intimately associated with 

the spatially heterogeneous dynamics in Type II superionic conductors. 
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Figure 5.5 Waxing and waning behavior of DF in CaF2 and UO2 illustrated by the variation 
of maximum value of F(Δt) – a measure of DF – with temperature, and comparison to the peak 
values of Cd (for UO2) – a measure of DH. 

 
5.5 Conclusions 

In Chapter 4, the spatially-heterogeneous dynamics of anions in UO2 as accompanied by the 

presence of dynamical heterogeneity (DH) is revealed. In the present chapter, using atomistic 

simulations, it is demonstrated that, in tandem with DH, there is a very clear evidence for 

dynamical facilitation (DF) in two model superionic conductors, CaF2 and UO2 [113]. DF, as 

originally introduced in the investigation of supercooled liquids, asserts that spatial regions 

that undergo relaxation facilitates subsequent relaxation in neighboring regions. Using a 

standard marker of DF, the mobility transfer function, DF in superionics is shown to vary non-

monotonically with temperature with an initial rise starting at the order-disorder transition 

temperature (Tα), peaking at an intermediate temperature, and rapidly decreasing at 

temperatures close to the superionic transition temperature (Tλ). Both the metrics quantifying 
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DH and DF show remarkable correspondence; the intensity of facilitated relaxation is observed 

to be closely correlated to the strength of DH, as would be expected if DH originates through 

facilitated dynamics. Thus, in this chapter, it is established that dynamic facilitation is most 

likely to underpin the heterogeneous dynamics in Type II superionic conductors.  
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Chapter 6: ONE-DIMENSIONAL STRING-LIKE 

MOTION OF MOBILE IONS IN SUPERIONIC 

CONDUCTORS 

 
6.1 Introduction 

It is now increasingly accepted that jammed systems that vary widely in microscopic detail 

such as glasses, supercooled liquids and granular media show similar dynamical behavior. The 

current work has strengthened the known similarities between superionics and prototypical 

glassy states [11, 87] by establishing the manifestation of dynamical heterogeneity (DH) and 

dynamic facilitation (DF) in the former [84, 113]. As discussed in Chapter 1, superionics have 

a close correspondence with fragile glasses with similar relaxation of time-correlation 

functions and a non-Arrhenius variation of slowly varying properties (such as resistivity and 

viscosity) with temperature. In glasses, it is known that the loss of fluidity close to Tg is largely 

dynamic in nature without significant structural changes; the relaxation in such crowded or 

jammed states occurs through cooperative rearrangement regions (CRR) involving many 

particle units. Several studies have demonstrated that the cooperative motion can take place in 

the form of string-like particle rearrangements and they may be a concrete realization of the 

CRR [114, 115]; as discussed earlier [100], string-like configurations are known to dominate 

near the Mode Coupling Transition (MCT) temperature (Tc) while compact configurations are 

expected near the glass transition temperature (Tg). In this chapter, the presence of low-

dimensional string-like mobile units is investigated in Type II superionic conductors above 

and below the order-disorder transition temperature (Tα). Even though superionics are devoid 
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of obvious crowded or jammed conditions, string-like cooperative motion may explain the high 

ionic conductivities in superionic conductors. 

6.2 Cooperative motion in superionic conductors 

In Chapter 1, it has been discussed that the temperature variation of conductivity displays a 

non-Arrhenius character, signifying the presence of more complex processes aiding ion 

diffusion, apart from a simple vacancy or interstitial migration. Added to that, the Haven’s 

ratio [116], defined as the ratio of observed conductivity to that obtained from the Nernst-

Einstein equation assuming independent motion of defects, is greater than unity suggesting a 

possible cooperative behavior during the motion of defects [11]. Except for a lone theory of 

cooperative motion by Yokota [117, 118], there has been no fundamental inquiries into the 

mechanism of high ionic conductivities in superionics. The caterpillar mechanism proposed 

by Yokota rationalizes the observed decrease in the ratio of self-diffusion coefficient (D) to 

the mobility (μ) of mobile Ag+ ions in superionic α-Ag2S and similar Ag2X compounds [117, 

118]. The value of D has been estimated using radioactive tracer diffusion technique and the 

mobility from ionic-conductivity measurements, with μ proportional to the measured 

conductivity. Yokota argued for a caterpillar kind of motion that evolves from correlated 

successive jumps of a diffusing ion (which is non-Markovian, by definition). In this 

mechanism, an ion occupying a regular site is able to jump not only to a vacant neighboring 

site but also, with somewhat smaller probability, into an occupied one by inducing the ion on 

the latter site to make a jump. A sequence of jumps, with each ion replacing the next lattice 

ion, takes place culminating with an ion jumping into an adjoining vacant site (see Figure 6.1). 

The ions participating in the caterpillar mechanism thus make cooperative jumps along a line 

or at least are positively correlated with the jump direction of first ion. The n successive jumps 
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shown in Figure 6.1 will contribute n steps to the electrical/mutual diffusion conduction 

process while contributing only one step to the self-diffusion of any ion involved in the chain. 

The smallness of the activation energies for the diffusion of disordered silver ions in these 

compounds (~ 0.1 eV) is the cited justification for the possibility of correlated ion jumps into 

an occupied site as shown in Figure 6.1. 

 

Figure 6.1 Caterpillar mechanism [117]: Cooperative jumps of n ions. All the sites from 0 to 
n-1 are initially filled and the caterpillar event displaces (shown by arrows) each ion by one 
atomic distance, or, equivalently, transfers the vacancy by n steps in the opposite direction. 

 
In this work, we search for possible string-like, cooperative motion among the mobile species 

of Type II superionics. Slow but cooperative atomic motion has been observed in MD 

simulations of bulk dynamics of a wide range of glass forming liquids [119], grain boundaries 

of polycrystalline materials [120], and in the interfaces of nanoparticles [121]. In these 

systems, the identification of collective motion starts with a consideration of the relative 

displacement of particles. Since in superionics the ions hop between quantized lattice 

(tetrahedral) sites with very brief  sojourn away from them (this will be explained in Chapter 

7 in more detail), a new methodology is developed for identifying possible string-like motion. 

During any time-interval, all the ions that hop to a new lattice site are considered and any 

possible string-like motion, in which each ion replaces the next ion in the string, is easily 

detected; an illustration of this kind of motion is shown in Figure 6.2.  Note that the string-

like motion as defined would differ from caterpillar mechanism in that the ions involved in the 

concerted string motion can jump in any direction, which is uncorrelated to the jump direction 

of the remaining ions. The length of the string n is defined as the number of ions participating 
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in correlated motion. For example, the string in Figure 6.2, (A→B, B→C, C→D), has n = 3. 

The study of string-like motion is ubiquitous in supercooled glass-forming systems and is 

known to aid in structural relaxation, with the length of the strings growing with decreasing 

temperatures. It is plausible that string motion, if detected in superionics, can explain the higher 

conductivities as numerous ions will be displaced in one event, or, as can more easily be seen 

from Figure 6.2, a vacancy/defect can be transported several atomic steps through a single 

concerted displacement.  

 

Figure 6.2 A schematic of a two-dimensional system with string-like cooperative event taking 
place on adjoining lattice sites A, B, C, and D. The ions initially belonging to A, B, and C make 
simultaneous transitions (represented by arrows) to B, C, and D, respectively. In this manner, 
each ion replaces the next ion in the string. While several transitions are shown, the string-like 
events are distinguished by thicker arrows. 

 
6.3 Simulations 

For temperatures above Tα where the anions show appreciable diffusion, standard atomistic 

(MD) simulations are conducted to investigate plausible string-like cooperative motion of ions. 

At lower temperatures where diffusive-events take place on the time-scale of microseconds or 

longer (and beyond the reach of normal MD simulations), temperature-accelerated dynamics 

(TAD) is applied to investigate the ionic motion. TAD is a method for accelerating the 
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dynamics of activated events in the solid state and is discussed in Chapter 2. Two model 

superionic conductors, UO2 and CaF2, are investigated in this work. The general simulation 

details are given in Section 3.3. To identify string-like correlated motion, the system is 

compared to a zero-defect perfect crystal structure of similar volume; an ion is assigned to one 

of the lattice sites if it is inside a sphere of radius 1 Å centered on the site. By checking the 

configuration of the system at regular intervals and making a list of all recent ion jumps, it is 

possible to identify any string-like cooperative motion. For the case of TAD analysis, the 

software package LAMMPS  is used to perform the simulations [122]. For identifying 

cooperative motion, the configuration of the system is tracked only when any of the ions in the 

system has moved at least a pre-defined distance (chosen as a/2, the closest distance between 

two anion sites). 

6.3.1 One-dimensional string-like motion of mobile atoms from MD 

simulations 

A string-like cooperative motion involves simultaneous jumps of more than one ion to 

neighboring lattice sites, each ion supplanting the next ion in the string and culminating with 

the last ion jumping into a vacant site or into a site by inducing an existing ion to an interstitial 

position (hence, no further simultaneous transition is possible from this site). Figure 6.2 shows 

a three-ion string-like motion in which every ion replaces the next ion in the string. The ion 

displacement can be in any direction spanned by the three-dimensional space. An ion making 

a transition (hopping) between two lattice sites, say, A to B, can reside in an interstitial position 

for any amount of time after leaving A, and before entering B. However, all hoppings to the 

new sites must occur during the same-interval to be considered for participating in a 

cooperative event. In this work, the presence of strings are investigated for various time-
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intervals Δt; here, the successive configurations of the system are separated by Δt for 

identifying string-like motion. In Figure 6.2, if the first ion makes a transition to B (i.e. lying 

within 1 Å from site B), second ion to C, and third ion to D during the same time interval, it’s 

considered a string-like cooperative motion. By making a list of all ions and their respective 

lattice sites and identifying all ion jumps between successive configurations, all cooperative 

jumps can be detected. 

In fluorite-superionics, the anions generally diffuse by rare and intermittent hopping, 

rather than continuous liquid-like diffusion even at high temperatures. This is evident from 

Table 6.1 which depicts the ratio of average residence time at a lattice site (before the ion is 

associated with a different site) per transition to the average hopping time for oxygen ions in 

UO2. For example, at 2100 K, an oxygen ion stays at a lattice site, on average, for ~1 ns before 

making a jump, which typically takes only ~0.5 ps. From Table 6.1, it can be noted that the 

residence time is one to three orders of magnitude larger compared to the hopping time, 

indicating an occasional hopping event interspersed between prolonged tethering at the native 

lattice sites. Similar dynamical patterns are also observed for CaF2, and are likely to be 

universal for all Type II superionic conductors. 

The reason for very infrequent hopping can become apparent by evaluating the average 

lifetime of a vacant site, before it is filled, on the mobile ion sub-lattice. Longer lifetime shows 

that ions are slow to hop onto available neighboring sites (kinetically-inhibited), while shorter 

lifetimes indicate that rare hopping motion is a consequence of very few vacancies generated 

(thermally-inhibited). In Figure 6.3, the average lifetime of an anion vacant site before it is 

occupied by a hopping ion for both UO2 and CaF2 is depicted. 
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Table 6.1 Ratio of residence time to hopping time for oxygen ions at different temperatures in 
UO2. The hopping time typically varies between 0.4 to 0.5 ps at all the temperatures. Note that 
Tα ~ 2000 K, and Tλ ~2650 K for UO2. 

Temperature (K) Average residence 
time per hopping (ps) 

Ratio of residence time to 
hopping time 

2000 2621 5118 
2100 983 1984 
2200 280 602 
2300 106 236 
2400 45.65 104.4 
2500 19.44 44.51 
2600 10.70 24.3 
2700 6.92 15.57 
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Figure 6.3 Vacant site lifetime as a function of temperature for (a) oxygen sub-lattice in UO2 
and (b) fluorine ions in CaF2. The lifetime is close to 0.4 ps at all temperatures studied. 

 
Figure 6.3 indicates that once a vacancy is generated, by the migration of an ion on that site 

to an interstitial position or a neighboring site, it takes nearly 0.4 ps for a new ion to exchange 

position with the vacancy. Since the duration of hopping motion is also close to 0.4 – 0.5 ps, 

hence, once a vacancy is created, an ion from an adjacent lattice site swiftly jumps to replace 

the vacancy. This poses a question: apart from ions that jump as soon as on detecting a nearby 
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thermally-generated vacancy, are there any ions that jump on to an occupied neighboring site 

and induces the ions occupying them to make a further transition? Figure 6.4 depicts the 

probability distribution of finding a string of length n versus n at three different temperatures 

among the oxygen ions in UO2; a time-interval (Δt) of 0.2 ps is employed, which is half of the 

average hopping time. The figure clearly indicates the cooperative nature during the motion of 

anions, with each ion inducing the next ion in the string to move cooperatively. 
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Figure 6.4 (a) Probability distribution of a string of length n versus n at three different 
temperatures in UO2. The time interval is chosen as 0.2 ps. (b) The exponential nature of string 
probability distribution at 3000 K. 

 
As in supercooled and jammed states, string-like ion displacements are clearly observed in 

superionics; the manifestation of longer strings with increasing temperature is also quite clear 

from Figure 6.4. It is somewhat surprising to observe long strings comprising of as many as 

11 oxygen ions for such a short time-interval, even though most of the strings are comprised 

of two or three participating ions. Remarkably, the probability distribution of the length of the 

strings is exponential. Similar exponential behavior has been identified for supercooled liquid 

states [123]. An illustration of the configuration of ions exhibiting string-like cooperative 
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motion in UO2 is shown in Figure 6.5. Here, a string of 11 ions is chosen, at a temperature of 

3000 K and Δt = 0.2 ps. Each ion replaces the next ion in the string within Δt. 

 

Figure 6.5 An illustration of string-like cooperative motion of oxygen ions in UO2 at 3000 K. 
Each ion jumps to the position of next ion in the string within the time-interval of 0.2 ps. To 
show the direction of the ion-replacements, the ions are colored from first to last ion of the 
string. 

 
By choosing longer time intervals between the snapshots of the particle configurations, longer 

strings can be observed. This can be understood as follows: Since the mobile ions in 

superionics sporadically hop onto neighboring sites, by choosing a longer interval between two 

configurations, more number of ions can be seen to make a transition during this period, 

resulting in a higher probability for detecting a string-like cooperative motion. However, very 

long intervals can result in non-physical strings with some of the ions jumping much farther 

than neighboring sites and being involved in more than one hopping. Table 6.2 shows the time-

interval between two configurations that would enable 1% of the mobile ions to be involved in 

a string-like cooperative motion in UO2. The time-interval decreases rapidly in accordance to 

the decrease in the residence time of the ions at higher temperatures. 
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Table 6.2 Time interval between two configurations to enable 1 percent of mobile ions to be 
involved in string-like cooperative motion. 

Temperature (K) Time (ps) 
2100 21.0 
2200 5.0 
2300 1.5 
2400 0.8 
2500 0.4 
2600 0.3 
2700 0.2 

 
It is of interest to study the dimensionality or directionality of the ion jumps involved in a 

cooperative event. The ions that participate in the caterpillar model of Yokota [117]  have a 

jump-directionality of 1, because all the ions of any particular caterpillar will jump in the same 

direction. The directionality of strings observed in the current work is evaluated using the 

following expression: 

1for all strings

for all strings
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n n

i j
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 
 
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 
 

∑ ∑∑

∑
 (6.1) 

Here X1, X2, .. Xn are vectors specifying the jump direction of all the n ions involved in any 

particular string; for example, Xi can be pointed in the <1 1 0> direction. ˆ
iX  in Equation 6.1 

represents the associated unit vector and the factor n(n-1)/2 in the denominator accounts for 

the possible number of pair-combinations (double summation) for a string of length n in the 

numerator. For the caterpillar mechanism, in which all the ions jump in the same direction, the 

dimensionality metric cos< θ >  is exactly 1. The vectors are normalized to unit magnitude to 

emphasize that fact that it is the direction of vectors, and not their magnitudes that are of 

importance in the evaluation of dimensionality of the string; further, this choice makes the 

value of cos< θ >  for caterpillar-like motion to be 1 in any direction. It can be verified that for 
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completely random jump directions the metric cos< θ >  is identically zero. Figure 6.6 shows 

cos< θ >  for the strings observed for time-intervals (Δt) of 0.2 and 1.0 ps, respectively, at 

various temperatures for oxygen ions in UO2. 
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Figure 6.6 Dimensionality of the strings among oxygen ions in UO2 for two values of Δt: (a) 
0.2 and (b) 1.0 ps, in UO2. The dimensionality decreases with temperatures although it exceeds 
the value corresponding to random displacements. 
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Although the strings generated in the simulations are far from caterpillar-like, they still show 

positive values of cos< θ >  indicating directionality in their character. The increase in the 

randomness of the jump directions at higher temperatures, for the same time-interval, arises 

from the higher probability of forming longer strings at these temperatures. Strings of the same 

length have similar directionalities (i.e. cos< θ > ) at different temperatures, although with 

increasing temperature, longer strings are manifested that have more randomness in their 

direction. Since longer strings are observed for larger time-intervals, cos< θ >will decrease for 

all temperatures with increasing Δt (compare Figure 6.6(a) and (b)). The manifestation of 

string-like motion and the positive directionality is a key observation for Type II superionics; 

this establishes that high diffusivities in superionics at temperatures above Tα can be attributed 

to collective string-like hopping motion of the ions.  

6.3.2 TAD simulations 

At temperatures much less than Tα atomistic simulations become prohibitively expensive. As 

discussed before, TAD simulations, therefore, have been performed to investigate the diffusive 

motion of an anion vacancy in both UO2 and CaF2 at temperatures less than Tα. As mentioned 

previously, TAD requires specification of both the system temperature (Tlow) and a higher 

temperature (Thigh); For UO2, Thigh is chosen to be 1500 K, while a value of 1000 K is prescribed 

for CaF2. The high temperatures are chosen such that they are below Tα.  TAD also requires 

the specification of the threshold distance, which is chosen as a/2 – the distance between two 

adjacent anion sites. All the simulations have been performed with LAMMPS using a lattice 

corresponding to 0 K. [122]; other inputs for the simulations are delta = 0.001 and tmax = 0.5 

(with time in units of pico-second). TAD generates and identifies the most probable state-to-

state configurations (positions of ions) of the system. The final results, as depicted in Figure 

6.7, show that the defect (vacancy) migrates several atomic distances through a low-
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dimensional string-like motion. The ionic displacements typically span three dimensions but 

the topologically constrained displacements are clearly evident from Figure 6.7. String-like 

cooperative motion is also observed in CaF2 simulations as shown in Figure 6.8. As in UO2, 

the anions in CaF2 are observed to exhibit topologically constrained displacements reminiscent 

of dislocation in metals. 

  

Figure 6.7 Observation of string-like cooperative motion at 300 K in UO2 using TAD 
simulations. Thigh is chosen as 1500 K. Ions participating in the string motion are shown bigger 
in size and in multiple colors. 
 

 

Figure 6.8 String motion observed in CaF2 at 300 K using temperature accelerated dynamics. 
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6.4 Conclusions 

String-like displacements are ubiquitous in kinematically jammed systems; such low 

dimensional displacements are known to dominate near the Mode Coupling Transition (MCT) 

temperature (Tc) in supercooled liquids [100]. In this chapter, it is established that string-like 

displacements exist in Type II superionic conductors too. Atomistic simulations at 

temperatures above Tα for both UO2 and CaF2 show low-dimensional topologically constrained 

string-like ionic displacements. The ion jumps involved in the strings are also found to have 

positive-directionality, rather than random directions; this observation can likely explain the 

high ionic conductivities/diffusivities at high temperatures. Remarkably, the probability of 

finding a string of length n shows an exponential distribution at temperatures above Tα – a 

variation that is typically shared by supercooled liquids and jammed states, in general. 

Interestingly, string-like ionic displacements are also observed below Tα using temperature 

accelerated dynamics (TAD). Based on the TAD and atomistic results for CaF2 and UO2, it is 

conjectured that hopping between native lattice sites, and topologically constrained low 

dimensional string-like motion are characteristic features in all Type II superionic conductors 

at all temperatures.    
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Chapter 7: DYNAMICAL RECOVERY IN UO2 

FOLLOWING RADIATION 

 
7.1 Introduction 

Fluorite-structured UO2 is the quintessential nuclear fuel in nuclear reactors. During reactor 

operation, the nuclear fuel is subjected to various kinds of radiation all of which degrade the 

crystalline structure of the fuel. As discussed earlier, the oxygen anions arrange themselves in 

a simple-cubic lattice with the uranium cations occupying alternate cube centers (also known 

as the tetrahedral sites). It is inferred from experiments that at temperatures well below Tα, the 

dominant defects are anion Frenkel pairs, with the interstitial ions mostly occupying the 

octahedral sites, the unoccupied cube centers of the fluorite structure [7]. 

UO2 is known to be tolerant against amorphization when subjected to intense nuclear 

radiations that are generated during the fission and decay processes inside the fuel. Sickafus 

and co-workers have demonstrated the ability of fluorite structures to accommodate disorder 

by virtue of low defect formation energies, thereby avoiding lattice instability and 

amorphization [25]. Further, it is observed that compounds with natural atomic disordering 

tendencies or, equivalently, having low order-disorder (O-D) transformation energies, are 

associated with better resistance to amorphization [26]. While several atomistic simulations on 

radiation response of UO2 have been reported, none have investigated the superionic 

characteristics of UO2 such as correlated dynamics and string-like ionic displacements. Thus 

the second part of this dissertation deals with non-equilibrium displacement cascade 
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simulations of UO2 with the objective to analyze the short-time dynamical response of UO2 

following radiation impacts.  

7.2 Importance of dynamics in promoting tolerance to amorphization 

UO2 is a ceramic material and a number of investigations exist on the irradiation-induced 

crystalline-to-amorphous transformation in ceramics [124-126]. Amorphization in ceramics is 

observed to occur either homogeneously or heterogeneously [125]. In a recent work, Jiang et 

al. have investigated two ceramics silicon carbide (SiC) and zirconium carbide (ZrC) that are 

known to have contrasting response to irradiation [126]. Both SiC and ZrC have similar 

structures containing two interpenetrating face centered cubic (FCC) sublattices. SiC, having 

applications in nuclear systems, amorphizes beyond a certain irradiation dose when exposed 

below a critical temperature [127],  whereas ZrC is highly resistant to amorphization under 

irradiation. The intrinsic mechanical instability of the silicon sublattice, as reckoned from the 

imaginary phonon frequencies, with respect to displacements on carbon sublattice has been 

proposed as the principal reason for the susceptibility of silicon carbide to amorphize under 

irradiation  [126]. On the other hand, zirconium lattice in zirconium carbide, another ceramic 

material that has potential applications in nuclear industry, is revealed to be mechanically 

stable with respect to a highly defective carbon (C) sublattice generated under irradiation [126]. 

This investigation indicates that the native vibratory dynamics, as inferred through phonon 

dispersion curves, plays a crucial role in determining whether a material possesses 

amorphization tolerant properties.  
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7.3 Native dynamics of UO2 in equilibrium  

It has been discussed in Chapter 3 that an order-disorder transition occurs in all Type II 

superionic conductors [84]. Beyond a characteristic temperature (Tα), the anions become 

disordered and mobile contributing to most of the observed high ionic conductivity; the cation 

sublattice on the other hand maintains its crystalline structure until melting. Dynamically, the 

disorder manifests itself as a diffusion process wherein the anions typically hop between native 

anion sites, as evidenced from incoherent quasi-elastic scattering studies [128].  

Atomistic simulations show that oxygen ions in UO2 intermittently jump from one site 

to the neighboring sites in the superionic state [29]; string-like motion described in the earlier 

chapter is a manifestation of a correlated and simultaneous hopping process. Most of the jumps 

take place along the <100> direction separated by a distance of a/2, but a fraction of the oxygen 

ions also jump along the <110> and <111> directions. Figure 7.1(a) depicts the hopping 

motion of oxygen ions obtained from equilibrium atomistic simulations along the <100> 

direction; this characteristic motion is different from that in typical liquids. On an average, the 

oxygen ions have a prolonged sojourn at their native sites, vibrating back and forth, before 

making a jump to a neighboring site. Hopping motion along <110> and <111> directions are 

also illustrated in Figure 7.1(b). At 3000 K, it is estimated that 84% of oxygen ions hop 

between the nearest neighbor positions (along <100> direction), and 13% and 3% of the 

oxygen ions along the <110> and <111> directions, respectively. These values are in 

reasonable agreement with an earlier study of CaF2 indicating 79% of the fluorine ions hopping 

along <100> direction, with the remaining 21% among the sites along the <110> direction 

[129]. One of the objectives of this dissertation is to investigate whether the dynamics exhibited 

by oxygen ions in equilibrium, i.e. the native hopping motion and the string-like cooperative 

behavior, is also manifested during a non-equilibrium displacement cascade simulation that 
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mimics a perturbation from radiation impacts, and whether the native dynamics plays a role in 

the defect recovery following radiation. 
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Figure 7.1 (a) Three trajectories of oxygen ions depicting hopping motion along <100> 
direction at 2500 K. The first and third ion displacements (shown in red and blue) have been 
shifted by (a/2) and (-a/2), respectively, for clarity. Note that hopping of one ion is also often 
accompanied by a simultaneous hopping of another ion; this characteristic feature manifests 
as simultaneous peaks in Gs(r,t) described in Chapter 4. (b) Hopping along <110> and <111> 
directions. 

7.4 Displacement cascade atomistic simulations 

In the past, atomistic simulations of displacement cascades in UO2 have mainly been devoted 

to quantifying both simple and complex defect structures [130, 131]. The primary objective of 

the current work, as stated before, is to analyze the dynamical recovery of oxygen ions 

following radiation impacts, and to inspect whether the superionic characteristics of UO2 are 

profitable in the dynamical recovery process. The details of equilibrium atomistic simulations 
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of UO2 have been discussed in Section 3.3; the displacement cascade simulations also use the 

same potential, however, augmented by a screened Columbic potential at close distances. The 

“universal” ZBL potential [42], a screened Coulombic repulsive potential between the nuclei, 

is applied for distances less than 1 Å and this potential is joined smoothly by a Fermi function 

[132] to the equilibrium pair-potential of Yakub et al. [39]; the construction of the potentials 

has been described in Chapter 2. The ions are initially arranged on a crystalline fluorite lattice 

and each ion is assigned an initial velocity based on a Maxwell-Boltzmann distribution 

centered at 300 K. Next, the system is allowed to attain equilibrium by maintaining the 

simulation cell at 300 K for several picoseconds at zero pressure. Non-equilibrium 

displacement cascades are then initiated by imparting excess momentum and energy to an ion, 

usually designated as the primary knock-on atom (PKA), situated at the center of the simulation 

box. A uranium ion is chosen as the PKA in all the simulations; statistically averaged 

dynamical results do not change if an oxygen ion is knocked instead. The PKA can be 

considered to act like a recoil nucleus after undergoing an α-decay, which subsequently creates 

a ‘cascade’ of secondary displacements of neighboring ions.  

All the simulations are carried out on a cubic UO2 single crystal containing 96,000 to 

165,888 ions; the chosen size is such that the PKA remains inside the simulation cell for 

energies up to 10 keV.  A previous study has shown that the initial PKA direction has negligible 

effect on the final defect state in UO2 [130]; hence the simulations in the current work  has 

been restricted to one direction (along <100>). Thermostats are places at the edges of the 

simulation cell to absorb the shock generated from the PKA impact. The response of the system 

following radiation is monitored for approximately 6 ps; during this period, pertinent variables 

such as thermodynamic properties, defects, and time resolved correlation functions are 

collected.  
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To identify the defects, we compare configuration of the evolving system with the 

initial zero-defect structure. A lattice site is considered a vacancy if it does not contain an atom 

within a sphere of radius 1 Å, centered on the site. Similarly, an atom is considered an 

interstitial if it is inside a similar sphere centered on an interstitial site. A total of 130 

independent runs are performed, deemed sufficient for good statistics, and all the results are 

averaged over the independent runs. It has been shown recently that the irradiation spectrum 

plays a very important role in determining the radiation tolerance of pyrochlores, a close 

variant of fluorite-structured oxides, by demonstrating the titanate pyrochlores as characterized 

by either poor radiation tolerance or robust behavior depending on the energy of the PKA 

[133]. Keeping this in mind and seeking to examine our results at higher PKA energies, we 

have done additional 10 keV displacement cascade simulations on a 24×24×24 UO2 system 

having 165,888 ions. A total of 80 independent runs are performed in this case. The results 

obtained, as will be shown, are in very good agreement with the 2 keV simulations. 

7.5 Results 

7.5.1 Variation of defects 

In Figure 7.2(a), the time variation of the instantaneous number of point defects, arising from 

the displacement cascade, for both uranium and oxygen ions, are shown. An ion is considered 

a defect if it does not belong to any lattice site within a specified cut-off distance (chosen as 1 

Å in this study); anti-site defects are also considered when ions switch positions. The well-

known, two-stage behavior of cascade defect evolution can be observed in Figure 7.2, with 

the number of defects peaking initially (ballistic stage) followed by the defect recovery stage. 

The inherent or native stability of UO2 structure against a dynamic perturbation is quite evident 

from the high rate of instantaneous defect recovery; the residual number of defects after just a 

 
                                                                                                                                                                              93 

 



www.manaraa.com

 

 

few picoseconds is a small fraction of the total number of defects at the end of ballistic stage. 

These results are also in agreement with an earlier simulation study that showed the inability 

of Frenkel pairs to stabilize in UO2 [24]. Further, no anti-site defects were observed at the end 

of the simulations, terminated at 6 ps, approximately. 
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Figure 7.2 (a) Temporal variation of transient defects for a 2 keV knock, initiated at t = 0, in 
UO2 at 300 K. The number of defects shows a maximum at 0.5 ps, approximately. (b) 
Temporal variation for a 10 keV knock. (c) and (d) show the variation of normalized number 
of defects for 2 keV and 10 keV simulations, respectively. 
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Analogous results can be observed for 10 keV simulations from Figure 7.2(b). The variation 

of defects, normalized to their peak values, is shown in Figure 7.2(c) and (d). It is clear that 

oxygen and uranium defects peak around the same time and their decay also follows a similar 

pattern; hence, the defects have a similar dynamics though their behavior is vastly different. 
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Figure 7.3 (a) Temporal variation of the number of replacement transitions of uranium and 
oxygen ions to identical neighboring sites for 2 keV and (b) 10 keV radiation knock. (c) and 
(d) depict the time variation of the ratio of number of transitions to number of defects for 2 
keV and 10 keV simulations, respectively. 

 
In the case of uranium ions, the rapid rise and fall in the number of defects is mainly attributed 

to the ions initially displaced by the cascade, thereby becoming interstitials, and later reverting 
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to their original sites. Only a few uranium defects jump to a new cation site to get annihilated. 

The situation is completely different for oxygen ions. A significant number of anion defects 

are annihilated by means of making transitions to neighboring lattice sites. This is evident from 

Figure 7.3(a), which shows the temporal variation (during an interval of 0.1 ps) of number of 

replacement transitions made by uranium and oxygen ions. The fraction of existing defects that 

are annealed by replacement transitions is shown in Figure 7.3(c); this is calculated as the ratio 

of number of replacement transitions to number of defects. A higher fraction of oxygen ions 

are clearly seen to make a transition to annihilate, while only a few of the uranium ions undergo 

jump to a neighboring site. Analogous results can be observed for 10 keV simulations from 

Figure 7.3(b) and (d). Thus, the uranium ions are mostly immobile upon a radiation knock. In 

the subsequent sections, the main focus will be on the motion of oxygen ions, which are more 

mobile thermally and following a radiation perturbation. 

7.5.2. van Hove self-correlation function 

Previously in Section 4.3, the self-part of van Hove correlation function, introduced in Section 

2.5.1, was employed for identifying ionic jumps and heterogeneous dynamics among oxygen 

ions in in UO2 at temperatures above Tα. For a system of N ions, Gs(r,t) is given by the 

expression [57]: 

( )1

1

( , ) ( ) (0)
N

s N
i

i iG r t r tδ
=

≡ − −∑ r r  (7.1) 

Equation 7.1 specifies the average displacement of a particle and as shown before it is a useful 

metric to analyze the temporal motion of ions. Under equilibrium conditions, Gs(r,t) assumes 

a Gaussian shape at large times; in non-equilibrium or jammed conditions, however, the tail of 

the Gs(r,t) is seen to portray an exponential behavior. For an isotropic system, 4πr2Gs(r,t) 
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represents the probability that an ion has displaced a distance r around dr during a time-interval 

t. This isotropic metric is employed to uncover the oxygen ion dynamics following a radiation 

knock. Figure 7.4 depicts evolution of time-averaged Gs(r,t) following a radiation knock for 

two knock energies,  2 keV and 10 keV, respectively. At small times following the radiation 

knock (0.2 ps), the tail of distribution deviates considerably from that of the equilibrium 

distribution (also shown in the figure at 300 K). As observed in high temperature equilibrium 

simulations (see Section 4.3), the tail depicts prominent peaks at longer times indicating that 

ions are cooperatively jumping from one lattice site to another. Not surprisingly, the peak 

positions correspond to the nearest neighbor locations of the oxygen ions in the equilibrium 

state as shown by the radiation distribution function at 300 K.  Since the peaks denote a 

diffusional hopping process, described earlier in Section 4.3 and in [98], it is concluded that 

oxygen transient defects annihilate by engaging in collective jumps to neighboring sites. It is 

further seen that as the PKA energy increases, the cooperative motion becomes more intense 

as exemplified by 4 peaks with 10 keV, which is double the value observed for 2 keV. 

The time-resolved variation of 4πr2Gs(r,t) shows that anion motion following a radiation 

perturbation is very similar to what is observed in UO2 at temperature above Tα. To check 

whether the excess thermal energies are responsible for the cooperative jumps, the 

instantaneous temperature along a plane at the center of the system, with the PKA directed 

from left to right, is depicted in Figure 7.5 for 2 keV and 10 keV, respectively. The high local 

temperatures near the disordered region confirm that the excess thermal energy lays the 

platform for the anions to undergo collective hopping from one site to another.  
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Figure 7.4 Time-resolved isotropic van Hove self-correlation function for oxygen ions at 
different times following radiation impact, with a knock energy of (a) 2 keV, and (b) 10 keV 
at 300 K. The radial distribution function (RDF) of oxygen ions at 300 K is also shown; the 
two peaks in RDF correspond to the nearest <100> and <110> lattice spacing. For comparison, 
4πr2Gs(r,t) for oxygen ions in equilibrium simulation at 300 K is also shown in the left panel 
(corresponding to the y-axis shown in red). 
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Figure 7.5 Temperature contours (in Kelvin) along a plane at the center of the simulation 
box, with the initial PKA starting at the center of the plane and directed from left to right, 
for (a) 2 keV and (b) 10 keV cascade simulations. Both the contours demonstrate very high 
temperatures at the disordered regions that assist in the observed hopping motion of oxygen 
ions. 
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7.5.3. String-like cooperative motion 

The peaks in the tail of Gs(r,t) indicate that ions hop from one native site to another 

simultaneously. As delineated in Chapter 6, the ions are displaced in a string-like fashion when 

multiple peaks are observed in Gs(r,t). In the string-like cooperative motion, which involves 

sequential jumps of more than one ion to neighboring lattice sites, each ion supplants the next 

ion in a pseudo-one dimensional string-like fashion, culminating with the last ion jumping into 

a vacant site or into a site by pushing the existing ion into an interstitial position (hence, no 

further simultaneous transition is possible from this site to a neighboring lattice position).  

 

Figure 7.6 A sample 2-dimensional lattice with an interstitial and a vacancy. The site A is an 
interstitial position while B, C and D are lattice sites. The atoms at A, B and C make sequential 
jumps and, after the transition, will be at B, C and D, respectively. 

 
Figure 7.6 shows three ions performing string-like correlated motion in which every ion 

replaces the next ion in the string. The jump of the ions could be in any direction in three-

dimensional space during the simulations. An ion making a transition between two lattice sites, 

say, A to B, could be staying in an interstitial position for any amount of time after leaving site 

A, and before entering site B. However, all the transitions to new sites must occur within a 

small timeframe to be considered as a string-like sequential motion. In this work, the presence 
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of strings are probed every 0.05 ps intervals during the first pico-second following the PKA 

knock, and then at every 0.1 ps intervals for the rest of the simulation.  

As described earlier, Frenkel-pair is the dominant defect type following a radiation 

knock. The Frenkel-pairs usually get annihilated by means of simple vacancy-interstitial 

recombination. In this process, a vacancy has to migrate to a site adjoining an interstitial or/and 

an interstitial jumps towards a vacancy thereby both getting annihilated eventually. The whole 

process involves several independent steps, if the vacancy and interstitial are initially far apart. 

Figure 7.7 depicts this mechanism in a two-dimensional system. 

 

Figure 7.7 A vacancy-interstitial recombination. (a) A well-separated vacancy and an 
interstitial. (b) Vacancy and interstitial moving closer to each other. (c) Vacancy-interstitial 
annihilation. 

 
However, during a string-like motion, an ion jumps not only to a vacant neighboring site but 

also induces the ion on the latter site to make a jump to another neighboring lattice site. 

Performed this way, an interstitial can recombine with a vacancy several steps away much 

faster and efficiently using fewer number of steps, than it would be possible by simple vacancy-

interstitial recombination. Figure 7.8 shows an example of cooperative sequential motion 

exhibited by oxygen ions observed during an MD simulation, where the initial defects are 

annihilated at the end of the transition.  
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Figure 7.8 An example of cooperative motion among oxygen ions during cascade simulations 
of UO2 – (a) and (b) represent snapshots of the system at two successive time intervals. Both 
the octahedral interstitial and the vacancy, which are three steps apart, get annihilated by 
means of string-like correlated jumps. The configurations are shown using OVITO [134]. 

 
7.5.4. Kinetics of string-like motion in cascade simulations 

As noted previously, an ion belongs to a lattice site if it is inside a sphere of radius 1 Å centered 

on the site.  For the ion in Figure 7.6 making a transition between lattice sites B and C (from 

B to C): if t1 is the most recent time the ion belonged to B and t2 is the time when it first belongs 

to C, the lifetime of ion involved in this transition is (t2-t1). This lifetime indicates the time 

period an ion has spent at the interstices of the lattice before making a transition, with longer 

lifetimes corresponding to a longer sojourn at an interstitial site (as a defect). The length of the 

string (n) is defined as the number of ions involved in cooperative motion; e.g. the string in 

Figure 7.6 has n = 3. In the current simulations, most of the strings (approximately, 90%) 

correspond to n = 2 while strings involving as many as 6 ions have been observed following a 

radiation knock.  

The probability distribution of the length of string, P(n), is shown in Figure 7.9(a) and 

(b) for 2 keV and 10 keV simulations, respectively. As observed in equilibrium simulations 

discussed in Chapter 6, the string distribution is exponential following a radiation knock. 
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Similar exponential variation has also been associated with the strings observed in equilibrium 

simulations of glass-forming supercooled investigations [15]. 
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Figure 7.9 Probability distribution of length of the strings observed following (a) 2 keV and 
(b) 10 keV radiation knocks. 

 
Next the role of the string initiator ion is discussed. In Figure 7.6, the first ion making a 

transition from A to B is termed as the “initiator” of string. Even though every string has two 

ions at its edges (for n = 2, both ions involved are at the edges), only the initiator ion replaces 

next ion in the string during a cooperative string-like motion. Hence, there is a unique initiator 

ion for any chosen string. The rest of the ions participating in the string motion are simply 

termed as “participants.” In this work, it is shown that the string-like cooperative motion is 

mostly initiated by oxygen ions that have long been displaced from their actual positions to 

interstitial sites, i.e. an initiator ion in any particular string has, on an average, longer lifetime 

compared to that of the participant ions.  

Figure 7.10, depicts the probability histograms of lifetime of all ions, divided into two 

groups – initiators and participants, involved in cooperative string-like motion following a 2 

keV knock. The histograms are normalized with the number of ions in their respective groups. 

Figure 7.10 clearly indicate that participant ions in the string have preference towards shorter 
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lifetimes while the initiator ions have higher probabilities than participant ions at longer 

lifetimes. The ratio (τi-n) for of initiator group lifetime to that of participant ions is evaluated 

to be 1.92. Thus, the initiator ions have, on an average, almost twice the lifetime compared to 

that of the participant ions in the string. This indicates that string-like cooperative motion is 

initiated by oxygen ions that are displaced for a longer time. 
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Figure 7.10 Lifetime probability histogram for initiator and participants ions that participate 
in string-like correlated motion. The average initiator ions lifetime is almost twice that of 
participant ions lifetime. 

 
More compelling evidence that initiator ions of cooperative motion are the long-lived defects 

can be obtained if only the cooperative jumps starting from a time subsequent to the ballistic 

phase is considered. In this work, strings are observed for two initial starting times: after t = 

0.5 ps, and t = 1.0 ps. In both the cases, the cooperative jumps during the ballistic phase have 

been discarded; the resulting histograms are shown in Figure 7.11. The propensity for the 

participant ions to have shorter lifetimes is more pronounced now, so does the tendency of the 

initiator ions to have longer lifetimes. The ratio of initiator group lifetime to that of participant 

group lifetime (τi-n) is 2.07 and 2.54, for the two cases, respectively.  
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Table 7.1 illustrates τi-n for different starting times. It can be noted that the average lifetime of 

the initiator ions is almost seven times compared with that of the participant ions, if a starting 

time of 5 ps is considered. From Figure 7.10, Figure 7.11 and Table 7.1, it is quite clear that 

cooperative string-like motion is mostly initiated by long-lived oxygen ions.  
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Figure 7.11 Lifetime probability histogram for oxygen ions involved in cooperative string-
like jumps that occur with starting times (a) t = 0.5 ps and (b) t = 1.0 ps. 

 

Table 7.1 The lifetimes of initiator ions, normalized to the participant ion lifetimes for various 
starting times with 2 keV radiation knock. 

Starting time 
(ps) 

Ratio of initiator group to 
participant group lifetimes, 

τi-n 

0 1.92 
0.5 2.07 
1.0 2.54 
1.5 3.30 
2.0 4.27 
2.5 5.07 
3.0 5.66 
3.5 6.78 
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Similar results are observed for the case of 10 keV displacement cascade simulations. Figure 

7.12 and Table 7.2 depict these results. 
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Figure 7.12 Lifetime probability histogram for ions participating in string-like cooperative 
motion for a 10 keV knock with starting times (a) t = 0 ps and (b) t = 2.0 ps. 

 
Table 7.2 Results for 10 keV cascade simulations. In this case, longer starting times, compared 
to 2 keV case, are considered as the defect concentration saturates at a later time. 

Starting time 
(ps) 

Ratio of initiator group to 
participant group lifetimes, 

τi-n 

0 1.60 
1.0 1.79 
1.5 2.02 
2.0 2.35 
2.5 2.71 
3.0 3.00 
3.5 3.58 
4.0 4.05 
5.0 7.08 

 
The analysis thus far has demonstrated that long-lived interstitial defects have a higher 

propensity to become initiator ions and subsequently undergo a string-like transport 

mechanism that annihilates an interstitial-vacancy pair. But what is fraction of interstitials 
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undergoes cooperative sequential motion? This fraction is identified by considering all the 

annihilated oxygen interstitials that have made replacement jumps onto neighboring oxygen 

sites and evaluating the fraction that initiates a string motion during their recovery. From 

Figure 7.13 several things are worth noting. First, it is observed that a quarter of the oxygen 

interstitials are annihilated by means of the string-like cooperative motion; the rest by the more 

ubiquitous vacancy-interstitial mechanism. Second, this fraction remain approximately 

constant for a range of lifetimes of the interstitials varied between 0.2 to 2 ps, and for both 2 

keV and 10 keV knocks.  The lifetime indicates the time period an ion has spent at the interstices 

of the lattice before recovery and is earlier defined. Note that the interstitials partaking in string 

motion above include both the initiator or participant ions of the string. However, as discussed 

before, the probability of an interstitial initiating a string increases with increase in lifetime of 

the interstitial; from the figure, it can be observed that the probability has increased from 10 to 

23 percent by varying its lifetime from 0.2 ps to 2 ps. This result confirms the earlier 

observation that the longer the time an interstitial has been in a defective state, the higher the 

probability that it will be annihilated by initiating a correlated string-like transition. This may 

be a result of ions neighboring an interstitial arranging themselves to facilitate a cooperative 

event. Apparently, the probability of an interstitial being a participant of the string decreases 

with increasing lifetime. This explains why the probability of defects annihilated for different 

lifetimes remain largely unaltered for different life-times of the interstitial. From Figure 7.13, 

it is apparent that string-like correlated motion is an important mode of defect annihilation, 

especially for long-lived defects even though most of the recovery takes place by simple 

vacancy-interstitial combination.  
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Figure 7.13 Probability of interstitials to get annihilated through a string-like transport 
mechanism, (a) 2 keV and (b) 10 keV knocks. 

 
7.6 Validation using a different interatomic potential 

It is known that interatomic potentials vary in their ability to make consistent prediction 

especially under out-of-equilibrium thermodynamic conditions. As discussed in Section 2.1.4, 

a competing potential by Basak et al. [40] also reproduces a variety of equilibrium properties 

and has been widely used for studying cascade simulations in UO2 [77, 78]. The form of the 

potential is given in Equation 2.5, which is the same as for Yakub et al. potential, and the 

parameters are listed in Table 2.2. In Figure 7.14, the variation of number of defects is 

calculated using the new potential, and a good agreement with earlier calculations is shown. 

The other results obtained using Basak et al. potential are also in very good agreement with 

the results obtained from Yakub et al. potential. 
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Figure 7.14 Comparison of Yakub et al. [39] and Basak et al. [40] potentials. (a) Time 
variation of number of defects from 2 keV cascade simulations using Basak et al.  potential. 
(b) Contrasting the variation of defects from Yakub et al. and Basak et al. potential. Solid lines 
represent normalized defect variation obtained using Yakub et al. potential, for both uranium 
and oxygen ions, while dashed lines represent results using Basak et al. potential. 

 

 

Figure 7.15 Temporal variation of Gs(r,t) with Basak et al. potential [40]. The radial 
distribution function (RDF) of oxygen ions at 300 K is also shown, with the peaks of Gs(r,t) at 
longer times matching with that of nearest neighbor distances obtained from RDF. Gs(r,t) from 
Yakub et al. [39] and Basak et al. [40] potentials are nearly identical – see Figure 7.4. 
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Figure 7.16 Comparison of probability distribution of string lengths with Yakub et al. [39] 
and Basak et al. [40] potentials for 2 keV knock. 
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Figure 7.17 Comparison of the probability of getting an interstitial annihilated through string 
transport with Yakub et al. [39] and Basak et al. [40] potentials for 2 keV knock. 

 

 
7.7 Conclusions 

In this chapter, atomistic simulations have been performed to investigate the kinetic evolution 

of defects following a radiation knock in UO2, with one cascade of displacements per 
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simulation without any overlaps. Fast dynamical recovery is observed with most of the defects 

getting annihilated within a few pico-seconds after the radiation-knock. The van Hove self-

correlation function, Gs(r,t), indicates that the displaced oxygen ions hop from one native site 

to another. The hopping of ions indicate but does not conclusively prove that defects are 

annihilated through a cooperative motion of ions.  

Further analysis show that most of these replacements take place through the familiar vacancy-

interstitial recombination. However, a hitherto undiscovered cooperative motion of oxygen 

ions, which can be regarded as string-like, is shown to play an important role in the dynamic 

recovery in UO2 following a radiation impact. The ions participating in a sequential string-like 

transport mechanism are divided into two groups: initiators, those ions which initiate the string-

like motion, and the participants, which include the remaining member ions of the string. It is 

observed that the initiator ions have, on an average, almost twice the lifetime of the participant 

ions implying that long-lived defects are more likely to induce a sequential string-like 

cooperative motion. Further, it is established that the longer an oxygen ion has been displaced 

to a defect site, the more probable it will be for the ion to get annihilated through a string-like 

transport mechanism.  
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Chapter 8: CONCLUSIONS 
 
Superionic or fast ion conductors are multicomponent systems that are characterized by rapid 

diffusion of one of the ionic species below the melting temperature [1]. Thus superionic 

materials exhibit exceptional ionic conductivities in the solid state facilitating their utilization 

in several technologically important applications such as in high-energy-density batteries and 

fuel cells [135, 136]. Superionic materials are classified into two broad categories depending 

on the nature of transition to the highly conducting state; Type I conductors exhibit an abrupt 

jump in the conductivity by several orders of magnitude at a critical temperature that 

corresponds to a thermodynamic phase change, whereas in Type II conductors, the 

conductivity rises gradually over a broad temperature range [7]. While there is no noticeable 

first order phase transformation in Type II conductors, a second order phase transition – also 

known as superionic or lambda transition [7] – occurs in all Type II conductors, which is 

manifested as a divergent specific heat at a critical temperature below the melting point (Tλ). 

While the lambda transition and the associated thermodynamical changes are well-established, 

the ionic dynamics and the collective behavior that give rise to the pre-melting behavior is less 

certain.  

In the first part of this dissertation, it is shown (from reported neutron scattering and 

diffraction data) that an order-disorder transition exists at a characteristic temperature (Tα) 

marking a cross-over from a crystalline state to a partially disordered state. Using molecular 

dynamics (MD) simulations of UO2, it is then established that the disordered species (anions) 

manifest dynamical heterogeneity (DH) – a definitive hallmark of supercooled liquids [15-18]. 

Using dynamical correlations in propensity (Cd), and self-van-Hove correlations extracted 

from MD simulations, it is shown that DH grows with increasing temperature from Tα, peaks 
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at an intermediate temperature between Tα and Tλ and then ebbs at higher temperatures. Not 

surprisingly, the DH attributes are not uniform across the temperatures – the current 

investigation shows a low temperature (αT) stage DH, which is characterized by weak 

correlations and a plateau-like period in the correlations of the propensity, and a high 

temperature (λT) stage DH with strong correlations that are analogous to those in typical 

supercooled liquids. This work, which has rigorously identified the onset of superionicity, 

paves a new direction in understanding the dynamical nature of the superionic state, and in 

interpreting scattering experiments on the basis of statistical, correlated dynamics. 

Similarities between superionics and supercooled liquids, especially, fragile liquids 

[13] have been reported earlier [11]; the cooperativity among the ions of the disordered species 

has been likened to that in supercooled liquids approaching glass transition [137]. This 

correspondence is based on a similar variation of resistivity (inverse of conductivity) for 

superionics and viscosity for supercooled liquids, and a two-step relaxation in time-correlation 

functions with an initial fast decay and a stretched-exponential relaxation at longer times. In 

contrast, the current work has highlighted an importance difference in that the strengthening 

of DH and cooperativity in supercooled liquids is aided by decreasing entropy, whereas, the 

DH in superionic conductors evolves against the destabilizing effect of entropy. Thus unlike 

in supercooled liquids, the DH in superionic conductors waxes and wanes with increasing 

temperature [84] – a non-linear behavior that is noticeably absent in supercooled liquids.   

Atomistic simulations on UO2 and CaF2 further confirm that DH in fast ion conductors 

arises from facilitated dynamics (DF) [113]. Using a mobility transfer function, which gives 

the probability of a neighbor of a mobile ion becoming mobile relative to that of a random ion 

becoming mobile, it is shown that mobility propagates continuously to the neighboring ions 

with the strength of the DF increasing at the order-disorder temperature (Tα), exhibiting a 
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maximum at an intermediate temperature, and then decreasing as the temperature approaches 

Tλ. This waxing and waning behavior with temperature is identical to the variation of the 

correlation in propensity (Cd) that has been used earlier to establish the onset, rise and fall of 

DH. The close correspondence between DH and DF strongly suggests that DF underpins the 

heterogeneous dynamics in superionic conductors.  

In a dynamically facilitated system, a jammed region can become unjammed only if it 

is physically adjacent to a mobile region. Remarkably, a string-like displacement of ions, the 

quintessential mode of particle mobility in jammed systems, is shown to operate in Type II 

superionics as well. The probability distribution of the length of the string is shown to vary 

exponentially, which is identical to that observed in supercooled and jammed states. Thus the 

demonstration of DH, DF and string-like cooperative ionic displacements in superionics 

establishes Type II superionics as a prototypical jammed system above the O-D transition 

temperature (Tα) but bounded by the superionic transition temperature (Tλ).  

The second part of this dissertation deals with non-equilibrium displacement cascade 

simulations of UO2 that is widely used as a nuclear fuel. The radiations from nuclear chain 

reactions as well as from radioactive decay reactions change the structure and dynamics of the 

fuel, clad and other structural members over a timespan that ranges from nanoseconds to 

several years. UO2 is known to resist amorphization even when subjected to intense nuclear 

radiations. While analyses based on structure and energy do explain this behavior from a 

thermodynamic perspective, the dynamical characteristics of the annealing process are largely 

unknown. 

Using non-equilibrium atomistic simulations, it is shown in this dissertation that 

oxygen ions following a radiation perturbation exhibit correlated motion, which is similar to 
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that in high temperature superionic state [138]. Quite remarkably, the displaced oxygen ions 

also undergo fast recovery to their native sites through collective string-like displacements that 

show an exponential distribution. Interestingly, the ions initiating the string motion have a 

higher mean lifetime relative to that of the ions, which are simply participating in the string 

motion. Thus the superionic characteristics of UO2 under equilibrium conditions are also 

instrumental in fast defect recovery following a radiation perturbation. 
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